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ABSTRACT
Growing urbanization causes increase in crowding in many urban railway systems. Providing real-time crowding information would enable informed travel decisions and encourage cooperative behavior of passengers, as well as improve operating efficiency and safety. However, the problem of real-time crowding prediction is not trivial due to the unavailability of ground-truth crowding data. This paper proposes a data-driven approach for real-time platform crowding prediction in urban railway systems using automated fare collection (AFC) and automated vehicle location (AVL) data. The methodology aims to use the existing data-driven denied boarding estimation method to generate ground truth information and thus, extending the denied boarding framework into having predictive capabilities. The distribution of denied boarding probability is estimated by adopting the structured mixture model proposed in Ma et.al (19) using AFC and AVL data. Using these estimates, the real-time crowding prediction is formulated as a supervised learning problem with the denied boarding estimate as the response variable and explanatory variables extracted from AFC and AVL data, including characteristics of demand, operations, and disruptions. A Case study using Mass Transit Railway (MTR) data in Hong Kong is conducted to illustrate the effectiveness of the proposed methodology. The model is able to provide accurate platform crowding prediction in short-term using explanatory variables such as transfer demands and headways.
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INTRODUCTION

Increases in ridership are outpacing capacity in many large urban rail transit systems, such as Hong Kong’s Mass Transit Railway (MTR), the London Underground, and the New York subway system (1; 2). Crowding at stations and on trains is a concern due to its impact on safety, service quality, and operating efficiency. Various studies have measured passengers’ willingness to pay for less crowded conditions (3) and suggested incorporating the crowding disutility in investment appraisals (4). Compared to congestion management in traffic, including adaptive traffic control, ramp metering, congestion pricing, etc. (5; 6), crowding management in transit is still evolving. Adding capacity, such as building new lines and shortening headways, to deal with the increased demand is often difficult, especially in the short term. Travel demand management (TDM) leading to better utilization of available capacity is a promising alternative to deal with this challenging issue.

Many agencies have implemented or tested TDM strategies in transit systems, which usually take the form of incentives and penalties, such as free trips, off-peak discounts, peak surcharge (e.g. Hong Kong, London, Melbourne, Singapore, Sydney, Tokyo, Washington, D.C.); working with employers to encourage company-specific programs (e.g. Singapore); lottery/rebate rewards (e.g. San Francisco’s PERKS program, Singapore’s Travel Smart program) (7; 8). Some studies considered tactical planning methods to reduce the uneven distribution of passenger loads on trains, including optimizing the train stop positions at stations considering passenger distribution on platforms and station entries (9), and using one-way gates on platforms to control passenger car boarding choices (10).

With the prevalence of advanced technologies in automated data collection in transit systems, such as automated fare collection (AFC) and automated vehicle location data (AVL), many cities have been providing real-time vehicle arrival time information at stations, on websites or in mobile applications. Many studies have proposed methods to predict bus and train arrival times using various available data (11; 12), and some studies have shown the positive effect of real-time information on passengers’ perceived waiting times, safety and security, impacts of service disruptions, and general satisfaction (13, 14, 15). Several cities also provide crowding information (e.g. BART in San Francisco, JR East in Tokyo) (16; 17). The prevalence of smartphones facilitates the delivery of such information to users in real-time. This dissemination of information provides the opportunity to incite cooperative behavior from the passengers while they make informed travel decisions. However, very few studies have been reported on real-time crowding prediction. Recently, Jenelius (18) formulates the car-specific metro train crowding prediction problem using real-time train load data.

The paper focuses on the crowding prediction on platforms in urban railway systems. One of the challenges for crowding prediction is that platform crowding cannot be directly observed. Examples of ways to collect crowding data are manually counting the number of passengers on the platform or video processing. Both methods are expensive both in terms of time and resources. Also, both methods are not reliable since manual counting is prone to human error especially in crowded systems and video processing requires setting cameras in a way that the whole platform can be viewed which is not always possible. This research applies the method presented in (19) to generate the denied boarding distribution using AFC and AVL data, and then formulates a
supervised learning model to predict the crowding situation (e.g. average waiting time) on platform. The methodology is computationally efficient. Thus, it can be implemented by metro system operator to provide real time crowding information. For example, for every fifteen minutes, the model can generate crowding information for the next fifteen minutes.

Rest of the paper is organized as follows: The Methodology section describes the crowding prediction framework using denied boarding information as well as the formulation of the supervised learning problem. It also discusses various explanatory variables used for prediction. The Case Study section presents a real world application that is used to validate the proposed framework. Finally, the Conclusion section provides the closing remarks.

**METHODOLOGY**

**A. Crowding Prediction Framework**

The proposed methodology uses data-driven methods for denied boarding estimation \( (2;12) \) in order to generate the training data for real-time crowding prediction. These methods are able to estimate the probability distribution of the number of times passengers are denied boarded for a given discrete time interval. These methods are validated against survey results. Various performance measures for crowding such as; denied boarding rate (the probability of not being able to board the first train upon arrival at the platform), expected number of trains to wait, expected waiting time can be derived from the denied boarding probabilities. Therefore, the prediction framework utilizes these denied boarding estimates in place of direct observations since they are able to convey crowding information. This methodology can be seen as the extension of the existing data-driven denied boarding estimation methods which completes the loop by adding predictive capability to the existing tools.

When the denied boarding information is used as the training set for platform crowding, the crowding prediction problem becomes a supervised learning problem where the denied boarding estimates serve as the response variable. On the other hand, various station and operations related features, such as demand and headways, serve as the predictor variables which will be used to extract the useful relationships and patterns required for accurate predictions. The predictor variables to be used should be readily available, for example, attributes like station demands can be easily extracted from AFC and AVL data. The framework of the proposed methodology is shown in Figure 1. Time is divided into time intervals of length \( \Delta t \) (e.g 15 minutes). Predictions take place in discrete time intervals for example, every fifteen minutes. At time \( t \), the problem becomes predicting the value of the response variable (e.g expected waiting time) for the time interval \([t, t + \Delta t]\) by using only observed (recent) smart card activity and train movement information. Using past denied boarding information allows to predict platform crowding without relying on direct observations.
B. Problem Formulation

The setting of the crowding prediction methodology has three major steps: feature selection, choosing the response variables and model selection. The feature selection part involves identifying the correct set of explanatory variables for the problem. This is an important step since gaining insights about the factors which have an impact on crowding is another motivation for this work. Similarly, the selection of the response variable involves identifying which measure to use as the indicator for crowding. Since denied boarding estimates are being used, it is possible to derive multiple performance metrics for crowding. For the purposes of this work, denied boarding rate and expected waiting time are considered as potential response variables. The model selection part involves selecting the model and training its parameters to achieve highest accuracy.

Feature Selection

For the feature selection part, the explanatory variables considered can broadly be categorized in three categories: demand-related features, operations-related features and incident related features. Note that, all of the explanatory variables are system attributes that are known and directly observable from AFC and AVL data. Demand and operations related features are obvious choices but since incidents occurring in the system may have large impact on the crowding levels some variables indicating such occasions are also considered.

Demand related features involve the recent transactions regarding passengers entering in the station of interest as well as upstream stations within the same line and in transferring lines using the station under consideration as a transfer place, feed in the crowding at the station of interest. In addition to transfer demand, the demand in the upstream stations of the same line also have a role in the crowding as they serve as indicators of used capacity. The higher the demand in upstream stations, the higher the train load when the train arrives at the platform. This, in turn, will result in higher probability of denied boarding and therefore higher crowding at the platform. The upstream demands can be included either as aggregated or disaggregated features. If they are included as aggregated features, then each upstream branch is represented as a single feature as the sum of individual demands at each station in that branch. On the other hand, if disaggregated features are used, each upstream station is represented as a separate explanatory variable. The disaggregated features may generate a high number of explanatory variables, which may impact the models predictive accuracy. On the other hand, some of the station specific variability can be
lost if aggregated features are used. Both versions are tested in the case study in order to assess the impact of aggregate/disaggregate demand features.

For the operations related features, the aim is to identify a set of features which are able to capture recent system performance levels. Average headway and the number of trains arriving at the platform (both from the same line and transferring lines) in the current time interval ([t - Δt, t]) are used to capture the recent service level. Number of trains are also used because Average Headway by itself is not enough to indicate the service level. For example, the average headway can be the same for seven trains arriving at the platform in the past fifteen minutes and two trains arriving at the platform. But the service level for these two scenarios would be different and the impact on crowding would also be very different. Furthermore, a set of features referred to as left-over demand, is used to capture the amount of demand that may not have been served in the last time interval and will be carried over to the next time interval. The left-over demand is calculated both for the station of interest and for upstream stations as follows:

\[
L_{S,t} = A_{S,t} * \tau \\
L_{S,t,upstream} = A_{S,t,upstream} * H_{last}
\]

where, \(L_{S,t}\) and \(L_{S,t,upstream}\) are the left-over demands for the station of interest and the upstream station, \(A_{S,t}\) and \(A_{S,t,upstream}\) are the average passenger arrival rates for the station of interest and the upstream station, \(H_{last}\) is the headway of the last train arriving from transfer line and \(\tau\) is the time between the arrival of the last train and the beginning of the new prediction interval. \(L_{S,t,upstream}\) aims to represent the number of passengers transferring to the station of interest with the last train that arrives at the station. These passengers have the highest probability of being carried over to the next time interval. Similarly, \(L_{S,t}\) aims to capture the number of passengers arriving at the platform after the last train left the platform. Note that, the left-over demands and the average arrival rates are time-specific and are calculated separately for each time interval. These passengers are the passengers who will be added to the demand of the next time interval. The definitions used in left-over demand calculations are shown graphically in Figure 2.

---

**Figure 2. Explanation of left-over demands**

- \(\diamondsuit\): Train arrival from transfer station
- \(\times\): Train arrival from the same line

---
The incidents occurring in the system are also a factor to consider within the prediction framework since these disruptions have impact on the crowding. Therefore, it is necessary to add predictor variables into the model to capture the effect of incidents. For that purpose, a predictor variable called accumulation is introduced. Accumulation is defined as the total number of passengers within the system at a given point in time which is calculated as follows;

$$A(t) = \int_0^t a(t)dt - \int_0^t e(t)dt$$  \hspace{1cm} (3)

where, $A(t)$ is the accumulation at time t, $a(t)$ is the arrival rate of passengers (at all stations in the system) at time t and $e(t)$ is the exit rate of passengers at all stations in the system.

It is expected that the number of passengers in the system will be increased to atypical levels during a disruption. Thus, the accumulation is able to capture such disruptions within the system.

Selection of Response Variables

It is possible to derive different performance measures for crowding using denied boarding estimates. Some examples are; denied boarding rate, expected waiting time, expected number of trains to wait and denied boarding probabilities. These performance metrics provide information about the crowding at the platform in different ways, and all can possibly be used as the response variable for the prediction model. Expected waiting time and the denied boarding rate are considered as the potential response variables in the proposed methodology, since both of these metrics provide univariate response variables (as opposed to using denied boarding probabilities directly which is a vector of response variables, adding an extra layer of complexity to the problem). Moreover, both of the proposed response variables are practical and easy to interpret variables as opposed to expected number of trains to wait which may be useful for planning purposes but may not be very informative for communicating to passengers.

As mentioned earlier, denied boarding rate at a time interval refers to the probability that a passenger will experience denied boarding at least once during that time interval. Using the denied boarding probabilities, it is straightforward to calculate the denied boarding rate using the following equation;

$$DB \ Rate = 1 - P(No \ denied \ Boarding) = 1 - P_0$$  \hspace{1cm} (4)

Similarly, the expected waiting time for a time interval can be calculated using the denied boarding estimates and the average headway within the time interval. The expected waiting time is can be calculated by Equation 5, where $H$ refers to the average headway and $P_k$ refers to the probability of being denied boarded k times.

$$E(Waiting \ Time) = \frac{H}{2} \cdot P_0 + \left(\frac{H}{2} + H\right) \cdot P_1 + \left(\frac{H}{2} + H + H\right) \cdot P_2 + \cdots$$  \hspace{1cm} (5)

Even though variables convey useful information about crowding, expected waiting time is more representative of the whole denied boarding probability distribution whereas the denied boarding rate provides information that is more compressed. This may cause issues, especially in situations where there are high probabilities of denied boarding multiple times. For example, two scenarios; a scenario where the probability of denied boarding once is equal to one and another
scenario where the probability of denied boarding twice is equal to one. Both scenarios would have a denied boarding rate equal to one, although they represent very different situations from the point of view of passenger experience. Thus, the denied boarding rate feature would not be able to capture the difference between these two cases whereas the difference would be represented by the expected waiting time metric. This phenomenon is illustrated in Figure 3. The figure shows two scatterplots for demand versus denied boarding rate and expected waiting time respectively. Both plots show a behavior similar to a typical queueing system; after the demand exceeds a certain threshold, its performance deteriorate dramatically. For the denied boarding rate, it becomes harder to differentiate as denied boarding rate gets closer to one since there are many observations hitting the upper bound or are close to the upper bound. However, for the expected waiting time, the relationship is much clear. Considering that it is more representative of the entire denied boarding distribution, expected waiting time is selected as the response variable for the proposed prediction framework.

![Figure 3 Scatterplot of Demand vs Denied Boarding Rate (left) and Expected Waiting Time (right)](image)

**Model Selection**

The proposed methodology allows to formulate the crowding prediction problem as a typical supervised learning problem. More specifically, it becomes a regression problem where the aim is to predict a continuous response variable (in this case, expected waiting time) by modeling it as a function of a group of explanatory variables. Note that, the response variable for the time interval \([t, t + \Delta t]\) is represented using the explanatory variables observed for the time interval \([t - \Delta t, t]\). With this formulation, any kind of generic supervised learning algorithm can be used for prediction. But the model selection part for any supervised learning problem involves finding the model that best suits the needs and structure of the data set and fine tuning the parameters to get optimal results in terms of accuracy and robustness.

For this purpose, prediction results from three models, namely, Gradient Boosting Trees (XGB), Random Forests (RF) and Support Vector Machines (SVM) are considered and compared. These models are selected because they are efficient and have shown good performance with high number of explanatory variables. Also, each of these models can be used for regression problems and are able to produce complex, non-linear decision boundaries that is necessary to capture complex patterns. Moreover, the output of the models can be tested for accuracy using well-known accuracy metrics (e.g mean squared error) and for robustness using methods like leave-one-out cross validation. Also, the hyperparameters of these models can be optimized using a grid search through many different combinations of parameter setups.
CASE STUDY

The case study examines the application of the proposed prediction framework using real-life data from the Mass Transit Railway (MTR) operating in Hong Kong. MTR is responsible for operating the urban railway transit network serving the urbanized areas in Hong Kong Island, Kowloon, and the New Territories. Currently, the MTR network consists of 11 lines, serving 159 stations (91 heavy rail and 68 light rail stations) with 218.2 km of rail. MTR uses a smart card fare collection system called Octopus which records more than 5 million trips on an average weekday. For the heavy rail lines, the smart card data records both entry and exit to the system which allows for a complete record of each trip.

The denied boarding estimation model which is utilized in the proposed methodology was validated using manual survey data provided by MTR at some key stations where the crowding levels are high (2,19). Following the same idea, the prediction methodology is tested at one of these key stations within the network. The selected platform, is one of the busiest platforms in the entire network. In addition to its own demand, which is one of the highest in the network, it is at the intersection of three lines and receives transfer passengers from three directions. Figure 4 illustrates the network and the stations that are used in the case study.

![Figure 4 Network used in the case study](image)

Denied boarding probabilities are estimated using the mixture distribution framework described in Ma, et al. (19). For a given OD pair in a closed system, the methodology treats the denied boarding estimation problem as a clustering problem based on the journey time distribution. The denied boarding probabilities in the origin platform are estimated using Gaussian Mixture Models to differentiate journey time distribution into different groups. Then, the weights and probabilities associated with each group are used to represent the denied boarding probabilities. The parameters of the model is calibrated using actual data from the MTR system and estimation output for the station of interest is used as training data for the case study.

The available data covers a period spanning from January 2017 to July 2018. Denied boarding probabilities are estimated in discrete time intervals of fifteen minutes for the evening peak (6:00 PM to 8:00 PM), so every day consists of eight independent observations which follows
the methodology in Ma, et al. (19). After removing the missing and abnormal days within the data, 295 days are fully processed which results in 2360 observations that can be used to train and test the prediction model.

For the formulation of the problem, the expected waiting time is calculated for all the observations using Equation 5. Furthermore, the demand and headway related explanatory variables are calculated for the station of interest and the transfer stations. As shown in Figure 4, the upstream stations are separated into three parts; west, east and south representing incoming demand and trains from different directions. Moreover, both aggregate and disaggregate versions of upstream demand are calculated. The aggregate version consists of three upstream demand features for east, west and south. On the other hand, the disaggregate version consists of twenty different features representing each upstream station. This results in 11 total features for the aggregated version and 27 for the disaggregate version. Both versions are used in prediction for comparison purposes.

Three models (XGB, RF and SVM) are trained and results from each model is acquired for comparison. Results from the models are compared to the historical averages as well. Historical average method is treated as the most basic (naïve) method. The historical average value specific to each day and time interval (e.g Monday 5:00-6:15) is used as the prediction for all the future values of that day of the week and that time interval. Three prediction performance measures are reported for each model; mean absolute error (MAE), mean squared error (MSE) and, mean absolute percentage error (MAPE). Each model is fine tuned using a grid search through ten thousand different combinations of hyperparameters. Parameter tuning is the longest process within the modeling framework. But it is done only once for each model and then the same optimized parameters are used throughout the process. Therefore, it’s impact on computational efficiency is limited. A leave-one-out cross validation scheme is applied in order to utilize all of the observations and mitigate the impact of outlier observations.

Results

Prediction results for various scenarios and models are provided in Table 1 including results for the naïve model. All three models outperform the historical average model significantly.

<table>
<thead>
<tr>
<th>Model With Aggregate Features</th>
<th>Model With Disaggregate Features</th>
<th>Historical Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>RF</td>
<td>XGB</td>
</tr>
<tr>
<td>MSE</td>
<td>989.925</td>
<td>967.33</td>
</tr>
<tr>
<td>MAE</td>
<td>19.313</td>
<td>19.60</td>
</tr>
<tr>
<td>MAPE</td>
<td>7.68%</td>
<td>7.85%</td>
</tr>
</tbody>
</table>

For both aggregate and disaggregate features, the XGB model provides the best results even though the differences are very small. Small differences in accuracy for the three models indicate that the performance depends more on the selected features rather than the preferred supervised learning model. Once the parameters are fine-tuned to the set of explanatory features, the additional gain resulting from the best model is marginal. Similarly, using aggregate versus
disaggregate demand features for the upstream stations also makes small difference in terms of accuracy. The XGB model performs better with disaggregate features while the RF and SVM models perform better with aggregated demand features. Considering these observations and since the model with aggregated demand features has less number of predictors, it is selected as the final set of features. It is unnecessary to use more explanatory variables if the difference in the accuracy is insignificant. Also, since XGB model performs the best, it is selected as the final model.

Figure 5 shows the scatter-plot of predicted versus the actual observations of all test observations (on the right side) and the distribution of the errors (on the left side). Note that, the plotted results are reported from the XGB model with optimized parameters and using a leave-one-out train/test split strategy. The scatter-plot shows that all the observations are distributed around the 45-degrees line. The inner dashed lines indicate plus/minus one-minute distance from the 45-degrees line and the outer dashed lines indicate plus/minus two-minutes distance. The mean absolute error for the plotted results is 19.6 seconds which means that on the average prediction is within twenty seconds proximity of the actual waiting time value. This corresponds to around 7% of the average waiting time and it is less than 7% during the so called peak of the peak (6-7 PM), since the waiting times are higher during that period. Moreover, 97% of all the observations are within one-minute of the actual value and 99.25% of all the observations are within two-minutes to the actual waiting time. This means that 2289 observations out of 2360 are predicted with an error less than one minute and 2344 out of 2360 are predicted with error smaller than two minutes. The observations with large errors are either outlier observations in terms of waiting time or cannot be differentiated by the current set of features. One possible solution to these issues may be using external information such as weather or event (e.g concert) to supplement the existing predictors. Currently the model only uses explanatory variables that are observable using AFC and AVL data.

Figure 5b. shows the histogram of errors. The errors are distributed evenly around zero. This result show that the model does not make any methodological errors since there is no bias in the error distribution. The low variability shows the model performs well since all the results are distributed around zero. All in all, the results show that the predictions that are made using the denied boarding estimates are accurate and robust. This is an important outcome since the high accuracy of these results shows that it is possible to provide accurate real time crowding information in a completely data-driven manner.
The application of these methodology is coded in Python. For the XGB application, a Python package called ‘xgboost’ is used. This package also provides a metric to assess the contribution of each predictor variable to the model. The feature importance metric gives each predictor variable a percentage score that corresponds to the ratio of gain of the variable to the overall gain. The gain in this context refers to the improvement made in the objective function of the model. Note that, this performance metric is valid only for the XGB model. Therefore, the importance scores provided by the model cannot be considered as definitive results. However, they do provide some useful insight as to the usefulness of the proposed feature set within the selected model.

Figure 5 Scatterplot of Actual vs Predicted Waiting Time (a) and Histogram of errors (b)

Figure 6 Feature Importances for the XGB Model

Figure 6 shows the feature importance for the XGB model with aggregated demand features. The transfer demand dominates the model since east and west demand constitute a total of 90% of the total gain. This is sensible since east and west sides of the station of interest has the highest transfer load. Another reason is due to using fifteen-minute time intervals. The average waiting time (for 15-minutes interval) in the platform of interest is at most 6-7 minutes. Since the model looks back into the last fifteen-minute information, the passengers who are tapping in at the station of interest would be most probably served in the past interval. Whereas the passengers transferring from other lines would have a delayed impact on crowding. Therefore, it makes sense that the model is more sensitive to the variability in transfer demand based on information with a fifteen-minute delay. Also, both the service and the arrival rates in MTR system are very regular, especially in the peak periods. So, the headway distribution has a low standard deviation and the passenger arrival rate is almost constant. This means there is low variability in operations related features such as headways and left-over demands which is another explanation for the prevalence of the transfer demand features. Based on these observations, another model has been built using only the demand related features in order to test the impacts on prediction accuracy. The new model resulted in a MAE score of 21.56 seconds and MAPE score of 8.43% which shows lower accuracy than the original model. This result indicates that although these parameters have low performance measurement scores, they are not redundant and they have impact on the accuracy of the model.
CONCLUSION

Real time prediction for platform crowding in major urban rail lines is useful to both operators and customers alike, since it has an impact on operating efficiency, safety and is a useful information for the riders that improves their customer experience. The paper proposes a methodology for real time platform crowding prediction using denied boarding probabilities as ground truth information. Denied boarding estimates can be acquired using data-driven methods that have been proposed in the literature and validated with actual observations. The proposed methodology aims to extend this data-driven framework to a real-time prediction methodology. Denied boarding estimates are used to calculate the expected waiting time information which is used as the response variable in a supervised learning problem. Moreover, demand, operations, and incident related information are utilized as the predictor variables.

The proposed methodology is validated through a case study conducted on the MTR network in Hong Kong. Denied boarding probabilities are estimated for nearly 1.5 years of data and several supervised learning models are trained on the data set. The results from the case study show that the proposed methodology is able to provide accurate predictions using only AFC and AVL data. The robustness and high accuracy of the results also support the development of customer information tools that communicate this information in real time without relying on expensive and time consuming data collection processes.
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