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 Simulation: The Third Pillar 

of Science  
É Traditional scientific and engineering paradigm:  

1) Do theory  or paper design.  

2) Perform experiments  or build system.  

É Limitations:  

ü Too difficult --  build large wind tunnels.  

ü Too expensive --  build a throw - away passenger jet.  

ü Too slow --  wait for climate or galactic evolution.  

ü Too dangerous --  weapons, drug design, climate 
experimentation .  

É Computational science paradigm:  

3) Use high performance computer systems to simulate  the 
phenomenon 
» Base on known physical laws and efficient numerical 

methods. 
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Why Turn to Simulation? 

É When the problem is 
too . . .  
üComplex 

üLarge / small  

üExpensive 

üDangerous 

É to do any other way.  

Taurus_to_Taurus_60per_30deg.mpeg
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Why Turn to Simulation? 
É Climate / Weather Modeling  

É Data intensive problems 
(data - mining, oil reservoir 
simulation)  

É Problems with large length 
and time scales (cosmology)  



Computational Science 

5 

Source: Steven E. Koonin, DOE 
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High-Performance Computing 

Today 

É In the past decade, the world has 
experienced one of the most exciting 
periods in computer development.   

ÉMicroprocessors have become smaller, 
denser, and more powerful.  

É The result is that microprocessor - based 
supercomputing is rapidly becoming the 
technology of preference in attacking 
some of the most important problems of 
science and engineering.  
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Technology Trends:  

Microprocessor Capacity 

2X transistors/Chip Every                         

1.5 years 

Called ñMooreôs Lawò 
 
 

 

  

Microprocessors have become smaller, 

denser, and more powerful. 

Not just processors, bandwidth, 

storage, etc.  

2X memory and processor speed and 

½ size, cost, & power every 18 

months. 

Gordon Moore (co-founder of 
Intel) Electronics Magazine, 1965 

Number of devices/chip doubles every 18 months     



Data from Kunle Olukotun, Lance Hammond, Herb Sutter, 

Burton Smith, Chris Batten, and Krste Asanoviç 

Slide from Kathy Yelick 

Mooreõs Law is Alive and Well 
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Transistors into Cores 
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Todayõs Multicores 
99% of Top500 Systems Are Based on Multicore  
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Sun Niagra2 (8 cores) 

Intel Xeon Phi 

(60 cores) 

IBM BG/Q (18 cores) 
AMD Interlagos (16 cores) 

Intel Westmere (10 cores) 

Fujitsu Venus (16 cores) 

IBM Power 7 (8 cores) 

Nvidia Kepler (2688 Cuda cores)  


