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Simulation: The Third Pillar
of Science

E Traditional scientific and engineering paradigm:
1) Do theory or paper design.
2) Perform experiments or build system.

E Limitations:

U Too difficult -- build large wind tunnels.

U Too expensive -- build athrow -away passenger jet.
0 Too slow -- wait for climate or galactic evolution.

U Too dangerous -- weapons, drug design, climate

experimentation .
E Computational science paradigm:

3) Use high performance computer systems to simulate the
phenomenon

» Base on known physical laws and efficient numerical
methods.



Why Turn to Simulation?

E When the problem is
too . ..

U Complex

U Large/small
U EXxpensive
U Dangerous

E to do any other way.




Why Turn to Simulation?

Climate / Weather Modeling

Data intensive problems
(data - mining, oil reservoir
simulation)

Problems with large length
and time scales (cosmology)




Computational Science

Nuclear Energy
High-fidelity predictive
simulation tools for the design
of next-generation nuclear
reactors to safely increase
operating margins.

Turbulence
Understanding the statistical
geometry of turbulent
dispersion of pollutants in the
environment.

Smart Truck

Aerodynamic forces account
for ~53% of long haul truck fuel
use. ORNL's Jaguar predicted
12% drag reduction and
yielded EPA-certified 6.9%
increase in fuel efficiency.

Energy Storage
Understanding the storage and
flow of energy in next-
generation nanostructured
carbon tube supercapacitors

Nano Science
Understanding the atomic and
electronic properties of
nanostructures in next-
generation photovoltaic solar
cell materials.

Biofuels

A comprehensive simulation model
of lignocellulosic biomass to
understand the bottleneck to
sustainable and economical ethanol
production.

Source: Steven E. Koonin, DOE



High-Performance Computing
Today

E In the past decade, the world has
experienced one of the most exciting
periods in computer development.

E Microprocessors have become smaller,
denser, and more powerful.

E The result is that microprocessor - based
supercomputing is rapidly becoming the
technology of preference in attacking
some of the most important problems of
science and engineering.



Technology Trends:

acity

Gordon Moore (co-founder of
Intel) Electronics Magazine, 1965
Number of devices/chip doubles

2X transistors/Chip Every
1.5 years

Cal IModo rie 66 L

iIcroprocessor Cap

10,000,000,000
Nehalen
The expe Dual Core ltanium2 ey
mG6 Penryn
1,000,000,000 ,,.,y,,,.,
ltanum2e@ @,
It_anium 2® Xeon (%L::dDE gre
Itanium 2e '0 Pentium 4HT
100,000,000 Pentium me¥ @ Dual
ra rl Pentium t...ggemlum M
pentum I § , o

O I'ItO g 10,000,000 T M,:;""umg

® Pentium Pro ® 8 e%%e

‘D Pentium g M504

% 80486 601 i

. il S X N
With unitc = 1,000,000 68040
circuit rise 80386 @ 68030
many as & i 80286 @ M68020
M 68000
8086 @
By Gordo
10,000
Director, Resas 8080 ®
division of Fain B0og ® W6800
)
4004
1,000 . . - :
1970 1975 1980 1985 1990 1995 2000 2005 2010
Year

The futureofin___ ____ ______
s itsell, The advantages of imegration will bring about a
proliferation of electromics, pushing this science into many
T Areas,

Integrated circuits will lead to such wonders as home
computers—or at least terminals connected to a centmal com-
puter—automatic controls for automobiles, and personal
portable communications equipment.  The electronic wrist-
watch needs only a display to be feasible today.

But the higgest potential lies in the production of lanze
systeams.  In telephone communications, integrated circuits
i digital filters will separate channzels on multiplex equip-
ment. Integrated circuits will also switch tel ephone circuits
and perform data processing.

Computers will be more powerful, and will be onzanized
im completely di ferent ways, For example, memaories built
of miegrated electronics may be disiributed throughout the
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addition, the improved reliability made possible by imtegrated
circuits will allow the construction of luger processing units.
Machines similar to those in existence today will be buili at
lovwer costs and with Faster turn-amund.
Present and future

By integrated electronies, I mean all the variows tech-
nologies which are referred to as microelectronics today as
well as any additional ones that result m electronics func-
tions supplied to the user as irreducible units.  These tech-
nologies were (st imvestigated m the late 1950% . The ob-

Ject was to miniaturize electronics squipment to include in-

creasingly complex electronic functioms in limited space with
minimum weight. Several approaches evolved, mcluding
microassembly techniques for individual components, thin-
film structures and semiconductor integrated circuits.

Each approach evolved mpidly and converged so that
each barrowed techniques Fom another. Many researchers
believe the way of the Future 1o be a combination of the vari-
ous approaches,

I'he advocates ofsemiconductor integrated circuitry are
already using the improved characteristics of thin- fi lm resis-
tors by applying such films directly to an active semicondue-
tor substrate.  Those advocating a technology based upon
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Transistors into Cores
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Tro d a Multisores

99% of Top500 Systems Are Based oMulticore

Intel Westmere (10 cores)

Sun Niagra2 (8 cores)
IBM Power 7 (8 cores)

Intel Xeon Phi
Nvidia Kepler (2688 Cuda cores) (60 cores)

Fujitsu Venus (16 cores)

10
AMD Interlagos (16 cores) IBM BG/Q (18 cores)



