THE GOOGLE STREET VIEW WI-FI SCANDAL AND ITS REPERCUSSIONS FOR PRIVACY REGULATION
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Between 2008 and 2010, Google secretly collected Wi-Fi header data from residential and business Wi-Fi access points throughout the world. The collection also included details of personal communications commonly known as ‘payload data’. A number of regulatory investigations ensued from this global privacy scandal. Some privacy authorities, including the Australian Privacy Commissioner, sanctioned Google for the collection of payload data. However, the header data collection was largely overlooked. Those authorities that investigated the collection of Wi-Fi header data concluded that Google breached relevant privacy laws. As a result, some jurisdictions now classify Wi-Fi header data as personal information whereas others do not. The collection of Wi-Fi header data gives rise to complex policy and privacy considerations as this data is an important asset of new Location-Based Services. Consequently, it is important to revisit the Google scandal to investigate whether Google’s collection of Australian Wi-Fi header data breached the Privacy Act 1988 (Cth). Our analysis reveals that Google is likely to have breached the Act, which raises important questions about the regulatory actions conducted in Australia and the efficacy of the Act’s application in the face of continuing and rapid technological development.

I  INTRODUCTION

Locational ineptitude is fast becoming a thing of the past thanks to the simple act of pulling out a smart phone and consulting the in-built mapping software. However, behind this simple act there lies a new, vast and complex technological network: the industry of Location-Based Services. Location-Based Services rely on header data broadcast from Wi-Fi access points, such as residential wireless modems or routers, to provide individuals with interactive location and mapping
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1 See generally Roba Abbas et al, ‘Sketching and Validating the Location-Based Services (LBS) Regulatory Framework in Australia’ (2013) 29 Computer Law & Security Review 576. For the purpose of this article, we adopt the definition of Location-Based Services as provided by Abbas et al: ‘those applications that combine the location of a mobile device associated with a given entity (individual or object) together with contextual information to offer a value-added service’: at 576.
applications. Wi-Fi access points are a good source of geolocation information as they continually broadcast data that can be used to verify location. Previously, Location-Based Services used satellite vehicle based positioning systems manned by cellular communication network operators, such as Global Satellite Positioning (GPS). GPS is extremely accurate, but Wi-Fi mapping is more beneficial because it is energy efficient and reliable indoors where satellite accessibility is restricted. The global market for mapping Wi-Fi access points has expanded as the availability of Wi-Fi access points has exploded. Existing mapping services, such as Skyhook, paved the way for new location-based technologies by developing a massive global mapping network covering 700 million Wi-Fi access points. Skyhook partially depends on user-generated data as does another purely crowd-sourced map, WiGLE — Wireless Geographic Logging Engine.

The mapping of Wi-Fi access points has also given rise to a lucrative industry of individualised location-based advertising, which was the spur for Google to develop its own location map of Wi-Fi access points. The map would enable Google to enhance its product line and help to maintain its dominance as the self-ordained cataloguer of global information. Moreover, Google already had the ready ability to collect Wi-Fi header data on a global scale courtesy of the photographic requirements needed for its Street View service. The scene was

---


3 For a definition of geo-information, see Sjaak Nouw, ‘Reasonable Expectations of Geo-Privacy?’ (2008) 5 SCRIPTed 375, 377, which provides the example of ‘the location of buildings, roads, and parcels in a landscape, combined with information about these objects, like the function of the building, the type of road, and the use of the parcel’ (citations omitted).


12 See Google Inc, About Google <http://www.google.com/about/>. Google’s Mission Statement is ‘to organize the world’s information and make it universally accessible and useful’.
therefore set for one of the most significant, secret and global collections of personal information ever conducted by a government or a corporation.

In this article, we examine the Google Street View scandal to investigate whether Google’s collection of Australian Wi-Fi header data breached the Privacy Act 1988 (Cth) (‘Privacy Act’). Part II provides an overview of the Google Street View Wi-Fi scandal and regulatory responses of different jurisdictions. Part III investigates whether and to what extent Google breached relevant requirements of the Privacy Act regarding the collection of Wi-Fi header data in Australia. Two key issues are examined: (1) whether the Wi-Fi header data was personal information; and (2) whether the collection of Wi-Fi header data was in breach of the Act. Part IV then examines the immediate actions of the then Australian Privacy Commissioner and subsequent legal responses in the EU and in Australia. Our analysis questions the coherence of the immediate Australian regulatory response and subsequent decision-making, which provides a crucial insight into the application of the Privacy Act to contemporary technological developments.

II  THE GOOGLE STREET VIEW WI-FI SCANDAL

Google launched Street View in May 2007. Google’s specially modified vehicles obtained panoramic street-level photographs of residential roads and surrounding structures which were then used to enhance pre-existing mapping applications such as Google Maps and Google Earth. Google’s Street View photographic exercise attracted international media and regulatory attention. However, unbeknownst to anyone outside of Google, the corporation was also attempting to develop a global map of Wi-Fi access points.

To create a map of Wi-Fi access points it is necessary to collect data contained within the packets of individual Wi-Fi networks that contain header and payload data. Header data is similar to a postal address written on an envelope: it communicates the destination of information and guides a packet from one device to another. Header data includes identifying information about Wi-Fi devices and access points including the Service Set Identifier (SSID), Media Address Control (MAC) address and signal strength details. The MAC address and SSID ensure the compatibility of different manufactured devices within the same Wi-Fi

---


Payload data is the content of user-generated communications and can include emails, details of websites visited, passwords of protected websites and other forms of messaging.

A MAC address is a unique 48-bit binary numerical identifier that the manufacturer assigns to a Wi-Fi enabled device. A MAC address is visible in the communicated data frames irrespective of whether the wireless connection is encrypted. A message communicated to another Wi-Fi enabled device will contain the MAC address of sender and receiver in the header or address section of the message. An SSID is a ‘network name’ and is used as a description to identify and to distinguish between different Wi-Fi access points. The default SSID usually incorporates the product type or manufacturer name. There are some significant differences between a MAC address and an SSID. Unlike a MAC address, an SSID is not a unique identifier and is not device specific, which means that one SSID can be repeated several times within a limited geographical area. Also, unlike a MAC address, an SSID can be personalised within a 32-character limitation. A user can also prevent an SSID from being publicly displayed, but the signal will still be broadcast and appear in some of the management packets transmitted over the wireless network.

Google originally fitted its Street View photography vehicles with Wi-Fi antennae and sophisticated software to capture, parse and store Wi-Fi data. By 2008, Street View vehicles were deployed in Australia and collected Wi-Fi data from residential and business networks. In 2010, German data protection authorities started questioning Google about the prospective implementation of Street View in Germany. These discussions revealed that Google Street View vehicles had collected Wi-Fi header data as part of the photographic collection. The collected data was transferred to Google servers in the United States with the intention of
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19 Mark Watts, James Brunger and Kate Shires, ‘Do European Data Protection Laws Apply to the Collection of WiFi Network Data for Use in Geolocation Look-Up Services?’ (2011) 1 International Data Privacy Law 149, 151. For example, ‘BigPond12B4’ or ‘Belkin11d’.
20 Ibid.
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22 Watts, Brunger and Shires, above n 19, 151.
creating a Wi-Fi mapping database. Google claimed there was nothing illegal about the collection of data as it was simply doing what Skyhook and WiGLE had done previously. The collected data was publicly accessible and it could not be used to identify an individual, so information privacy laws did not apply. Further investigations by European data protection authorities revealed that Google also collected payload data from unencrypted Wi-Fi networks. Google then made a series of admissions stating that it had inadvertently collected payload data and that the collection was conducted by a rogue engineer without Google’s knowledge.

Google’s collection of Wi-Fi data sparked a number of regulatory investigations around the world and the inevitable US class actions. Most of the investigations focused on the collection of payload data and the collection of Wi-Fi header data was generally overlooked. For example, the UK Information Commissioner’s Office concluded that Google’s collection of payload data significantly breached the Data Protection Act 1998 (UK), c 29. Similarly, the Canadian Privacy Commissioner confirmed that Google was in breach of Personal Information Protection and Electronic Documents Act, SC 2000, c 5. However, the Hong Kong Privacy Commissioner concluded that the collected payload data did not contain ‘any meaningful details that [could] directly identify any one individual’. Google therefore had not breached Hong Kong privacy law. The US Federal Communications Commission (FCC) investigated whether Google was in breach of relevant US federal communications law, particularly the Federal Communications Commission Liability Notice, above n 11, 9–10 [20]–[21]. Google’s purpose for collection ‘was to capture information about Wi-Fi networks that the Company could use to help establish users’ locations and provide location-based services’: at 1 [1].

26 Ibid. See also FCC Liability Notice, above n 11, 9–10 [20]–[21]. Google’s purpose for collection ‘was to capture information about Wi-Fi networks that the Company could use to help establish users’ locations and provide location-based services’: at 1 [1].
28 Ibid.
Wiretap Act, which prohibits electronic eavesdropping. The FCC fined Google US$25,000 because Google impeded the FCC’s investigation by delaying the provision of information and the verification of required submissions. The FCC report was critical of Google’s actions and demonstrated that Google’s ‘rogue engineer’ defence was a fabrication, as the engineer in question had informed Google managers about the intention to collect payload data.

A small number of jurisdictions did investigate whether the collection of Wi-Fi header data, in conjunction with payload data, breached relevant legislation. The Dutch Data Protection Authority (Dutch DPA) concluded that Wi-Fi header data was ‘personal data’ under the Data Protection Directive because it was possible to identify an individual from both SSID and MAC address data. The Dutch DPA found examples from the data collected by Google of a number of customised SSIDs that gave rise to the identification of an individual. Non-customised SSIDs could also be used to identify an individual when collected with MAC addresses, calculated geographical locations and Wi-Fi signal frequency rates. Google could combine the data to match an SSID and a MAC address with a specific address which made it possible to reveal the identity of an individual. The Dutch DPA concluded that Google had a legitimate purpose for the collection of Wi-Fi header data (in order to improve its products), but Google had nonetheless failed to notify individuals about the collection. Several administrative orders were issued against Google and it was required to develop of an opt-out mechanism for future collections of Wi-Fi header data. Google was also threatened with

38 Ibid 15. The ‘rogue engineer’ who specifically developed Google’s Wi-Fi scanning software for the Street View collection had highlighted to his managers potential privacy concerns relevant to the collection of Wi-Fi data. However, the privacy implications were not considered serious because ‘the Street View cars would not be “in proximity to any given user for an extended period of time” and “[n]one of the data gathered ... [would] be presented to end users of [Google’s] services in raw form’’; at 11 [22]. The issue was marked as a factor to address with the Product Counsel, but this never occurred.
39 Directive 95/46/EC of 24 October 1995 on the Protection of Individuals with Respect to the Processing of Personal Data and on the Free Movement of Such Data [1995] OJ L 281/31, art 2(a) (‘Data Protection Directive’). Article 2(a) defines personal data as any information relating to an identified or identifiable natural person (‘data subject’); an identifiable person is one who can be identified, directly or indirectly, in particular by reference to an identification number or to one or more factors specific to his physical, physiological, mental, economic, cultural or social identity.
41 See also van der Sloot and Borgesius, above n 24, 96–8, regarding the breadth of Google’s purpose for Street View collection and the application of the Data Protection Directive.
42 Ibid.
fines for non-compliance but these were not imposed as Google complied with the orders.44

The French Data Protection Authority, Commission Nationale de l’Informatique et des Libertés (CNIL), also concluded that Wi-Fi header data was personal data.45 Like their Dutch counterparts, CNIL decided that it was possible to identify an individual through a customised SSID and it was possible to aggregate the different data elements together to identify an individual. CNIL also revealed that Google could search for an SSID or a MAC address and then match that data to a specific geographic location.46 In rural areas it was therefore possible to identify an individual by combining this information with address data and, even in more populated urban areas, it was still possible to match an individual to a specific address by the combination of location data, SSID, MAC address and wireless strength data.47 Google argued that it would be practically difficult for it to aggregate collected data this way, but CNIL rejected Google’s arguments given its aggregation capabilities.

The New Zealand Privacy Commissioner reached the same conclusion as the Dutch and French, but did not examine the data collected by Google in New Zealand. Wi-Fi header data could be classified as personal information48 because SSIDs could be customised by name and, if one was to ‘walk down any street in a New Zealand suburb with a wireless device’, one would be able see individually named Wi-Fi networks.49 Furthermore, it did not matter whether the Wi-Fi header data was publically available or not because Google still required a legitimate reason for collection.50 In considering that point, the Commissioner decided that Google had a lawful purpose for collection because the improvement of products or services was a legitimate business function. However, Google breached the Privacy Act 1993 (NZ) due to its lack of notification to individuals in conjunction with an unfair collection practice that was systematic and covert.51

In Australia, s 36 of the Privacy Act generally allows a complaint to be made to the Privacy Commissioner and, once a complaint is investigated, there are a limited
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range of powers available to the Commissioner to enforce a determination. Under s 40(2), the Commissioner may ‘investigate an act or practice if: (a) the act or practice may be an interference with the privacy of an individual; and (b) the Commissioner thinks it is desirable that the act or practice be investigated’. These investigations are known as Own Motion Investigations (OMIs) and the then Privacy Commissioner, Karen Curtis, conducted such an investigation into Google’s collection of Wi-Fi data. The Commissioner concluded that Google had breached relevant provisions of the Privacy Act regarding the collection of payload data. It should be noted that, unlike complaints made under s 36, the Commissioner had no powers to enforce remedies against an organisation investigated under an OMI. Nevertheless, Google agreed to make certain undertakings.

The Commissioner decided not to examine Google’s collection of Wi-Fi header data, as indicated by statements to the media. We contend that the then Commissioner’s reluctance to examine Google’s Australian Wi-Fi header data collection was a major oversight as some jurisdictions concluded that Wi-Fi header data was personal information and the collection was thus subject to information privacy law. The question therefore arises whether such data should be classified as personal information in Australia, and if so, whether Google’s collection of Wi-Fi header data breached the Privacy Act. We examine these complex issues in the next section.

III DID GOOGLE’S COLLECTION OF WI-FI HEADER DATA BREACH THE PRIVACY ACT?

At its point of inception, the Privacy Act regulated the conduct of Australian government agencies and Australian Capital Territory (ACT) agencies. Certain private sector organisations were then covered by the Act 12 years later. The Act adopts a principled approach to information privacy protection that provides a

52 See Privacy Act s 27(1).
55 These included making a public apology and a privacy impact assessment in relation to future Google Street View activities involving personal information, and to regularly consult with the Commissioner about significant product launches involving personal information collection.
regulatory structure predicated on the application of general principles rather than governance through determinate rules. At the time of the Street View scandal, government agencies and covered private sector organisations were regulated by different sets of privacy principles. The Information Privacy Principles (IPPs) applied to Commonwealth and ACT government agencies and the National Privacy Principles (NPPs) applied to private sector organisations. In March 2014, a new set of privacy principles — the Australian Privacy Principles — replaced the IPPs and the NPPs and apply to government agencies and private sector organisations. For the purpose of this article, we examine how the Privacy Act applied in 2010 and how Google, as a private sector organisation, was covered by the NPPs.

Judicial interpretation of the Privacy Act’s key components is scant and the interpretation of many of the Act’s central provisions is still a matter of some speculation. Accordingly, this article examines the limited Commonwealth cases, state cases, and guidance and case notes produced by the Office of the Australian Information Commissioner (OAIC) and its predecessor, the Office of the Privacy Commissioner (OPC). There are sufficient similarities between both sets of privacy principles and the Commonwealth and state case law to apply these different resources concomitantly. Two key question need to be addressed:

1. Was the Wi-Fi header data collected by Google classifiable as personal information under the Act?
2. Was Google’s collection of Wi-Fi header data in breach of NPP 1?

---

60 The authors work on the basis that Google, and its Australian subsidiary, Google Australia, would not be exempt from the Act on the basis that it is a small business.
62 The new role of the Privacy Commissioner was established in the Australian Information Commissioner Act 2010 (Cth).
63 There are also a number of organisational exemptions under the Act which exempt certain organisations from the Act’s coverage: see, eg, Greenleaf, ‘Privacy in Australia’, above n 61, 168. The authors of this article are operating on the basis that none of these exemptions would have applied to Google in relation to the Street View scandal. It should also be noted that the Privacy Act also includes a sub-set of personal information called ‘sensitive information’ that may have higher degrees of sensitivity and which accords higher statutory obligations. ‘Sensitive information’ under s 6(1) of the Act can include racial origins, political beliefs, religious beliefs or sexual orientation. It is possible that Google collected sensitive information in the form of customised SSIDs. See, eg, ‘The Politics of WiFi Names’ on OpenSignal (31 May 2012) <http://opensignal.com/blog/2012/05/31/the-politics-of-wi-fi-names/>; Michael J Feeney, ‘Wi-Fi Signal with Racist, Anti-Semitic Slur in Teaneck, NJ Sparks PoliceProbe; Signal Came from Rec Center Router’, New York Daily News (online), 18 January 2012 <http://www.nydailynews.com/news/national/wifi-signal-racist-anti-semitic-slur-teaneck-nj-sparks-police-probe-rec-center-router/article-1.1008135>; Answerit, Can You Suggest a Nice Gay Name for My Wireless Network? (2011) <http://answerit.news24.com/Question/Can%20you%20suggest%20a%20nice%20Gay%20name%20for%20my%20wi%20wireless%20network?83807>; See also Dutch DPA, ‘Dutch DPA Issues Several Administrative Orders against Google’, above n 43: the examination of Google’s collection in Holland confirmed the collection of sensitive information. However, we do not examine this particular issue here.


A Was the Wi-Fi Header Data Collected by Google Personal Information?

The classification of information as ‘personal information’ is a threshold issue as the Privacy Act only covers an act or practice involving personal information. What is or is not personal information is consequently vital to the operation of information privacy law, and different definitions reflect differing political perspectives about the appropriate role of information privacy protections in different jurisdictions. It is therefore necessary to briefly overview the different definitions of ‘personal information’ currently in operation in Australia and in other jurisdictions. The text of the Privacy Act stems from the Organisation for Economic Co-operation and Development’s Guidelines Governing the Protection of Privacy and Transborder Flows of Personal Data, developed in 1981 and amended in July 2013. The term ‘personal data’ is defined under the OECD Guidelines as information ‘relating to an identified or an identifiable individual’ and refers to information that has the capacity to identify an individual by direct or indirect linkages. The EU Data Protection Directive adopts essentially the same definition of ‘personal data’ and provides that the ability to identify through indirect linkages is to be construed broadly in light of the Directive’s purpose to protect fundamental rights and freedoms in relation to personal data processing.

The requirement for broad construction has been further extended in the recently

---

64 ‘Personal data’ and ‘personal information’ are used interchangeably in this article.
68 OECD Guidelines, above n 67, cl 1(b): “‘personal data’ means any information relating to an identified or identifiable individual (data subject)’. The amendments to the OECD Guidelines in 2013 did not change the definition of ‘personal data’. For a critique of the expansive effect of direct and indirect linking in light of re-identification contexts, see Ohm, above n 65, 1741. See also Teresa Scassa, ‘Geographical Information as Personal Information’ (2010) 10 Oxford University Commonwealth Law Journal 185, 189–90, 198–9, regarding the complexities of indirect linking in a geographical context.

---
proposed General Data Protection Regulation, which now provides an updated definition of ‘personal data’ as any information relating to a data subject.70

The OECD Guidelines deliberately provided member states with a substantial amount of interpretative leeway given the differing political considerations accorded to information privacy protection. This interpretive leeway was used significantly by the Commonwealth regarding the Privacy Act’s definition of ‘personal information’ as stated in s 6(1):

information or an opinion (including information or an opinion forming part of a database), whether true or not, and whether recorded in a material form or not, about an individual whose identity is apparent, or can reasonably be ascertained, from the information or opinion.

There is a significant difference between the definition of ‘personal data’ in the OECD Guidelines and the definition of ‘personal information’ under s 6(1). The former regards personal data as relating to ‘identified or identifiable individuals’, whereas the latter relates to information ‘about’ an individual.71 The Privacy Act’s definition of personal information is therefore more constricted in its application because the removal of ‘relates to’ narrows the situations in which information can identify an individual.72 A MAC address is a good case in point as it is a device identifier rather than an individual identifier.73 In that sense, it is not information ‘about’ an individual, but it can clearly be information that ‘relates’ to an individual. This point is addressed further below in Part IV.

The Privacy Act’s definition of personal information was also considered by the Australian Law Reform Commission (ALRC) in 2008 as part of its For Your Information Report. The ALRC concluded that personal information should still be information about an individual rather than information that relates to an individual.74 Nevertheless, an update to the definition of personal information was required so Australia would be in line with other jurisdictions and international

70 European Commission, ‘Proposal for a Regulation of the European Parliament and of the Council on the Protection of Individuals with Regard to the Processing of Personal Data and on the Free Movement of Such Data’ (Document No 0011, 25 January 2012) (‘General Data Protection Regulation’). A ‘data subject’ is defined in art 4(1) as
an identified natural person or a natural person who can be identified, directly or indirectly, by means reasonably likely to be used by the controller or by any other natural or legal person, in particular by reference to an identification number, location data, online identifier or to one or more factors specific to the physical, physiological, genetic, mental, economic, cultural or social identity of that person.


72 For a description of the requirement for information to identify a specific individual as ‘reductionist’, see Schwartz and Solove, above n 65, 1871. The converse approach is the ‘expansionist’ tendency of the EU to broaden definitions of personal information: at 1875.

73 See Chow, above n 11, 64.

74 For Your Information Report, above n 58, 306 [6.51]. The principle reason for the use of ‘about’ as opposed to ‘relates’ appears to be consistent with the APEC Privacy Framework.
instruments. Personal information should therefore be information about an individual who is ‘identified or reasonably identifiable’. The ALRC also recommended that practical ongoing guidance about how information could reasonably identify an individual was required to indicate how the definition of personal information would apply in specific contexts.

The ALRC’s new definition of personal information was adopted by the Commonwealth and commenced in March 2014. Section 36 of the Privacy Amendment (Enhancing Privacy Protection) Act 2012 (Cth) provides for a new definition of personal information that substitutes s 6(1) of the current Privacy Act. The new definition in s 6(1) of the Privacy Act states that personal information is ‘information or an opinion about an identified individual, or an individual who is reasonably identifiable: (a) whether the information or opinion is true or not; and (b) whether the information or opinion is recorded in a material form or not’.

The Explanatory Memorandum to the amendment bill makes clear that the new definition is not intended to change the scope of the existing meaning and thus considerations of what amounts to personal information are still ‘to be based on factors which are relevant to the context and circumstances in which the information is collected and held’. The OAIC was also encouraged by the Australian government to develop and publish ‘appropriate guidance … about the meaning of “identified and reasonably identifiable”’.

Taking on board the above, it is important to outline two factors. First, personal information does not need to be information of a ‘private, intimate or sensitive character’. Second, and as highlighted in the above discussion, the definition of personal information is predicated on the ability of collecting organisations to identify an individual from information collected about them. Identification can be achieved in two ways under the Privacy Act:

1. **Apparent** — where an individual can be identified from a record or information without recourse to extraneous information.

---

75 Ibid 307 [6.53].
76 Ibid. For a discussion of the identifiable/identified distinction, see Schwartz and Solove, above n 65, 1875–8.
77 For Your Information Report, above n 58, 309 [6.63].
78 Explanatory Memorandum, Privacy Amendment (Enhancing Privacy Protection) Bill 2012 (Cth) 53.
79 Ibid.
80 NW v New South Wales Fire Brigades [2005] NSWADT 73 (1 April 2005) [11]. See also Seven Network (Operations) Ltd v Media Entertainment & Arts Alliance (2004) 148 FCR 145, 166 [45] (Gyles J) (‘Seven Network’); Re Callejo and Department of Immigration and Citizenship (2010) 51 AAR 308, 333–5 [64]–[67], cited in Re Lobo and Department of Immigration and Citizenship (2011) 56 AAR 1, 93 [208]. For the proposition that ‘“personal information” … is not confined to information that concerns the “personal affairs” of a person’, see WL v Randwick City Council [2007] NSWADTAP 58 (5 October 2007) [20]. See also Nouwt, above n 3, 383, for the proposition that the processing of geo-information does not have to amount to ‘an interference with … privacy or personal life’ to establish an action under information privacy laws.
81 Re WL and LA Trobe University (2005) 24 VAR 23, 28 [17]–[18].
2. **Reasonably Ascertainable** — where there is not enough information in the record to identify an individual from that record but it can be used to cross-reference other information that identifies an individual.

The concept of personal information consequently features both context dependent and context independent approaches, and is capable of broad application. A *context independent* approach enables the categorisation of personal information without recourse to the social context within which the information is used. As in the ‘apparent’ element of the Act’s definition, the information itself enables identification. The minimal application of social context simplifies the categorisation of personal information because it is possible to make a definitive prediction of what information is always likely to be classified as personal information. For example, an individual’s name usually has the capacity to identify an individual, so therefore a name will most likely be classed as personal information. Alternatively, a *context dependent* approach, as defined by the ‘reasonably ascertainable’ element, deems that an individual can also be identified by information that does not directly identify but nevertheless can give rise to identification because of the social context in which that information can be used. Definitional prediction becomes virtually impossible because all information could be classed as personal information in the right circumstances. For example, if it is possible to aggregate different pieces of data around a specific point of information, such as a residential address, then an agency or an organisation is able to uncover the identity of an individual ‘by linking data in an address database with particular names in the same or another database, that information is “personal information”’.

A record of information therefore does not have to identify a person directly for it to be classed as personal information under the Act. Identity may be apparent from other sources of information such as a driver license number, student number, description or a pseudonym, provided the identity is ‘easy to see or understand’ or ‘obvious’. However, information that simply allows an individual to be contacted, such as a telephone number or address, would not itself be classed as personal information because the Privacy Act was not intended to provide ‘an

---


85 Ibid.

86 *For Your Information Report*, above n 58, 309 [6.61].

unqualified “right to be left alone”. Nevertheless, once an individual’s name is associated with their address, the address is about an identified individual and therefore constitutes personal information. As such, whether Wi-Fi header data is personal information under the Act must be determined in reference to the context in which Google collected and stored the Wi-Fi header data.

Google collected MAC addresses, SSID, transmission rate data and location data during the Street View collection exercise. Google contended that the data was not personal information and therefore information privacy law did not apply. Thus, in the Australian context, Google implicitly contended that an individual’s identity was not ‘apparent’ or ‘reasonably ascertainable’ from the SSID, MAC address and transmission rates collected from Wi-Fi access points. To a certain extent, Google’s assertion is correct. Both default SSIDs and MAC addresses are unique device identifiers rather than personal identifiers and are unlikely to be classed as personal information in an apparent sense.

While a MAC address could not be classed as apparent personal information on its own, there is scope for a customised SSID to do so under specific circumstances. For example, this may occur when the Wi-Fi access point holder customises their SSID with their name and their name is so rare that the SSID becomes a unique identifier, such as when a Wi-Fi access point holder customises their SSID with their name and address. The Dutch DPA concluded that SSID data could be classed as directly identifying in such circumstances. The New Zealand Privacy Commissioner also seems to have reached a similar conclusion. However, it is unclear whether the Commissioner’s conclusion is founded on the basis that a customised SSID can be personal information on its own or whether identification is dependent on a combination of SSID and geographical location data. Google argued that the customisation of an SSID may not itself automatically determine the identity of an individual. For example, it is possible that one customised SSID could still be used by a number of individuals. Student accommodation is a good example where the occupants of the household are likely to change quite frequently, thus making it more difficult to link an SSID to a given individual.

88 For Your Information Report, above n 58, 309 [6.61].
89 WL v Randwick City Council [2007] NSWADTAP 58 (5 October 2007) [21]–[22].
90 WL v Randwick City Council [No 2] [2010] NSWADT 84 (6 April 2004) [25]. See also WL v Randwick City Council [2007] NSWADTAP 58 (5 October 2007) [15].
91 See Dutch DPA Final Findings, above n 40, 15–7.
92 Fleischer, ‘Data Collected by Google Cars’, above n 23.
93 See, eg, OS v Mid-Western Regional Council [No 3] [2011] NSWADT 230 (29 September 2011) [20], where aerial photographs with lot numbers marking houses were insufficient to determine identity.
94 For example, the former Acting Queensland Privacy Commissioner was Lemm Ex. There is only one person named Lemm Ex in Australia.
95 For example, ‘markburdon?smithstreet4001’.
96 Dutch DPA Final Findings, above n 40, 30: ‘with respect to network names, that equipment can have a name chosen by its owner, that can be directly identifying (first and last name in combination with the calculated location)’.
When applying the Australian law to this situation, it is important to consider the ability of a name or an address to identify an individual. Apparent identity therefore relies heavily on the factual scenario in question and generally requires a person to be ‘singled’ out. For example, in *NW v Fire Brigades (NSW)*, even ‘short-form’ naming consisting of a surname and an initial sufficiently identified the complainant. However, the pool of potential candidates was limited to employees at a local fire brigade station. Unusual names can give rise to identity in large populations but also common names, such as ‘John Smith’, can identify an individual within a smaller community or organisation. This seems to have been a basis for the New Zealand Privacy Commissioner’s observation that in a systematic and large-scale collection of data, such as the one undertaken by Google, it becomes reasonably certain that at least some of the data collected is likely to identify an individual and should be treated as personal information. It is therefore possible that customised SSID data could be classed as apparent personal information but only in limited circumstances.

However, all non-customised and customised SSIDs, and indeed MAC addresses, have the potential to be classified as information that will enable identity in a reasonably ascertainable sense when collected with location data. The Dutch DPA contended that MAC addresses collected with calculated location data were personal data because a unique identifier of a device which is linked to a location is also inextricably linked to an individual who resides at that location. The Dutch DPA examined Google’s geolocation server for 75 MAC addresses obtained in the Wi-Fi payload collection and then matched those MAC addresses to 45 separate locations within a radius of 36 metres. Each location contained an average of 8 houses and the Dutch DPA was able to further refine the search to one particular residence based on an analysis of signal strength data broadcast from the Wi-Fi access point. CNIL also reached a similar conclusion.

The Dutch and French investigations also demonstrated that Google would have been able to aggregate the Wi-Fi header data with other extraneous data and even


99 *Ibid* [12].

100 *Bailey v Hinch* [1989] VR 78, 93 (Gobbo J).

101 Privacy Commissioner (New Zealand), above n 49.


103 It is important to note that Google was collecting GPS location data at the same time it was collecting Wi-Fi header data: see Stroz Friedberg, above n 15, 7 [35].

104 *Dutch DPA Final Findings*, above n 40, 29.


with the Wi-Fi payload data collected by Google. As highlighted above, the New Zealand Privacy Commissioner may have also reached a similar conclusion regarding the combination of an individualised SSID and location data. For example, if an SSID has been customised with an individual’s name, it then becomes a simple matter to cross-reference that name with address information, such as public registers or telephone directories, to confirm the identity of an individual.

It is necessary to consider the construction of ‘reasonably ascertainable’ to determine whether MAC addresses and SSID data could be classified as personal information in Australia. The use of ‘ascertainable’ in s 6(1) anticipates the need to refer to extraneous material. Similarly, the words ‘from information or opinion’ should not be read as limiting recourse to the information alone, unlike the ‘apparent’ form of personal information. However, the ascertainement of identity is qualified through the word ‘reasonably’. Reasonableness is more than a mere possibility, conjecture or speculation that identity can be ascertained; it translates to a likelihood of actual identification. Identification will not be reasonable where it requires accessing multiple databases and cross-matching information and further ‘cross-matching with an external database’. Reasonable identification in Australian law therefore requires ‘moderate steps’ to cross-reference material, such as the ability of a member of the public looking up title particulars of a property including the name of the owner.

As highlighted above, judicial and regulatory examination of reasonableness also has to take into account the context in which the organisation collects information. A piece of information is less likely to be categorised as personal information if the collecting organisation has few information resources and would not be able to easily or quickly identify an individual by cross-referencing the information in
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108 The Wi-Fi collection process developed by Google ensured that both payload and header data was collected. As a consequence, identification of individuals would be more likely through Google’s collection of payload data, which includes emails, websites and passwords and potentially bank account details, which could easily be aggregated with header data to reveal identity. See, eg, Dutch DPA Final Findings, above n 40, 12:

> Another example from the payload data concerns the inbox of a client of a webmail provider. Based on the timing of the emails, the addresses of the senders and, in particular the subject line, it is possible to reconstruct an accurate picture of moments in the life of this data subject, his interests and his career development.
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question with other information held by it.\textsuperscript{115} However, the converse also occurs. It is more likely that a piece of information will be categorised as personal information if the collecting organisation has significant information resources and the cross-referencing is not prohibitive in terms of cost or difficulty.\textsuperscript{116}

Google insisted it did not collect information about individual householders and it could not identify an individual from the data collected.\textsuperscript{117} However, the investigations by the Dutch DPA and CNIL indicate otherwise. According to the Dutch DPA, Google apparently failed to appreciate its own aggregation skills and resources:

Google itself, pre-eminently, has the means to identify the individual owners of the Wi-Fi routers. The effort Google would have to make to identify the homeowners with the aid of the data it already holds, and the continuous measurements, cannot be considered to be disproportionate, in particular in view of the fact that it is precisely Google itself that has access to an enormous potential of capable technicians and computer scientists. Google can perform this identification from its own offices on the basis of data the company already holds and receives on a daily basis.\textsuperscript{118}

Google is a world-leader in data collection and aggregation processes and it should be viewed contextually as having significant resources to aggregate the Wi-Fi header data collected in the Street View exercise with other data held by Google or other data that is publically available. Google’s own customisation of the Wi-Fi collection process used in the Street View scandal demonstrates its ability to collect information that is way beyond the reasonable expectations of normal data-collecting organisations.\textsuperscript{119} As such, what are ‘moderate steps’ for Google in the context of identifying individuals from the Wi-Fi data collected would be giant leaps for most organisations. None of the aggregation activities required to identify an individual in a reasonably ascertainable sense would have been prohibitive for Google in terms of costs and resources.\textsuperscript{120} Furthermore, because Google took no precautionary measures to prevent the identification of individuals, it could not rely on a potential defence that data aggregation processes would have been beyond ‘moderate steps’.\textsuperscript{121} Google could have held collected Wi-Fi data separately, sent data to different servers or employed security measures to prevent the cross-matching of data.\textsuperscript{122} However, Google did not take
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such measures which had the effect of enabling identification of individuals from the collected Wi-Fi header data. All of which points to the conclusion that the Wi-Fi header data collected by Google was personal information in a ‘reasonably ascertainable’ sense.

In summary, we contend that Wi-Fi header data collected by Google was capable of being classified as personal information under the Privacy Act. The Wi-Fi header data was likely to be personal information in an apparent sense due to the customisation of SSID and the collection of SSID and MAC address data in conjunction with location data. Furthermore, the Wi-Fi header data was personal information in a reasonably ascertainable sense as Google would have been able to aggregate the collected data with other data sources to enable identification of individuals. The next step is to examine whether Google’s collection of Wi-Fi header data breached the requirements of NPP 1.

B Was Google’s Collection of Wi-Fi Header Date in Breach of NPP 1?

The Privacy Act regulates the collection of personal information. The concept of collection is construed broadly under the Act, and a collection takes places when an organisation gathers, acquires or obtains personal information from any source and by any means. The act of collection requires taking active steps to obtain information. Collection will be perceived to have taken place in situations where the organisation intends to retain the collected information for present or future uses. It should also be noted that, in general, the consent of an individual is not required for collections of personal information under the NPPs. However, the consent of the individual is required for the collection of sensitive information. As regards the application of NPP 1, three issues have to be addressed. They are whether Google’s collection of Wi-Fi header data was:

1. Necessary and directly related to one of Google’s functions;
2. Fair and lawful; and
3. Whether individuals were notified about the collection of Wi-Fi header data.

123 See Privacy Act s 8.
126 NPP Guidelines, above n 124, 22.
127 The collection of sensitive information is not covered in this article, but it is likely that it would have been a relevant consideration given the ability to customise SSIDs.
1 **NPP 1.1 — Necessary and Directly Related**

An organisation must only collect information that is ‘necessary’ for one or more of its prescribed functions or activities.\(^{128}\) The requirement of necessity is based on the present actualities of the collecting organisation and it would generally not be acceptable for an organisation to collect personal information for a prospective future use. The Australian Privacy Commissioner interprets questions of necessary collection in a practical sense, taking into account the organisation’s functions and requirements. The Commissioner has said: ‘If an organisation cannot in practice effectively pursue a legitimate function or activity without collecting personal information, then the Commissioner would ordinarily consider it necessary for that function or activity’.\(^{129}\)

The word ‘necessary’ has undergone considerable judicial discussion in a constitutional context, but remains relatively untouched in relation to the **Privacy Act**.\(^{130}\) ‘Necessary’ is contextual: it attracts ‘different degrees of scrutiny’\(^{131}\) or ‘shades of meaning’.\(^{132}\) It connotes more than mere utility or desirability,\(^{133}\) but does not necessarily mean absolutely essential, ‘indispensable’ or unavoidable.\(^{134}\) Rather, information is necessary when it is reasonably appropriate and adapted to the functions and activities of an organisation.\(^{135}\) Expressions commonly employed in substitution of the word ‘necessary’ include ‘fulfilment of a legitimate purpose’ or ‘proportionality’.\(^{136}\) Baroness Hale in **Campbell v MGN Ltd** further extended the description of ‘necessary’ in a privacy context as meeting a ‘pressing social need’ through including ‘no greater than is proportionate to the legitimate aim pursued’ and providing ‘relevant’ and ‘sufficient’ reasons ‘for this purpose’.\(^{137}\) The necessity of collection methods therefore requires a consideration of ‘what an organisation says it does and what it actually does’.\(^{138}\) Thus the purpose of NPP 1.1 is to ‘regulate the manner by which the [collection] function is carried
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128 **Privacy Act** sch 3 cl 1.1 (‘NPP’).
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131 Ibid 195 [39].
138 Tenants’ Union Determination para 58.
out’ and to assist in the prevention of surreptitious behaviour outlined below in relation to NPP 1.2. The ‘necessary’ requirement consequently is a balancing factor that serves to limit the information justifiably obtained by organisations.

The necessity of Google’s collection was a contentious issue in the regulatory investigations. The Canadian Privacy Commissioner stated that Google’s ‘secret and sweeping’ data mining of Wi-Fi payload data exceeded the organisation’s stated purposes and was therefore unnecessary. However, the New Zealand Privacy Commissioner found that Google’s collection of Wi-Fi header data was a necessary collection in light of Google’s functions. Google’s purpose for collecting Wi-Fi header data was to improve its geolocation services and thus the collection of ‘open Wi-Fi information’ was for a necessary purpose especially in the absence of better indicators of location. Both the Dutch DPA and CNIL also reached similar conclusions. The Dutch DPA concluded that Google’s collection was legitimate as it would have led to the development of new, in demand and innovative services.

Under NPP 1.1, the necessity of Google’s actions requires an assessment of its functions and activities including the appropriateness of the software code adopted and its method of collection. Google claimed that its purpose for collecting Wi-Fi header data was to create a Wi-Fi mapping system in order to improve the accuracy of its geolocational services. Google’s Wi-Fi header data collection therefore must be examined to ascertain whether the collection was necessary to improve Google’s geolocation services. On its face, the collection of Wi-Fi header data could be an appropriate function of Google within the context of product improvement. Google’s Wi-Fi access point map would enable Google Map users to turn on ‘My Location’ and discover their approximate location in relation to cell towers and Wi-Fi access points that were visible to their device.

In that sense, it could be strongly argued that Google’s collection of Wi-Fi header data was necessary. However, a closer inspection of Google’s activities gives rise to alternative interpretations.

140 See ibid 167 [49].
142 Privacy Commissioner (New Zealand), above n 50.
143 Ibid.
146 Leiteritz, above n 145.
NPP 1 regulates organisational collections of personal information and indicates how those collections should be carried out.\textsuperscript{147} For example, in \textit{D v Banking Institution},\textsuperscript{148} the collection of marital status was deemed unnecessary, as it had no bearing on the complainant’s eligibility to open an account. Google’s collection and storage of SSIDs could be similarly deemed unnecessary regarding the creation of a Wi-Fi map to improve its geolocation services\textsuperscript{149} because location services only require signal strength and MAC address data to provide an approximate user location.\textsuperscript{150} Thus any collection of personal information, such as a customised SSID, is unnecessary.

It should be noted that there is a broad degree of leeway accorded to organisations regarding the necessity of a collection purpose and how that purpose meets a corresponding business function. Even though Google used a collection process that collected SSID data, Google could still claim that the Wi-Fi header data collected was necessary because of the process of collection. The collection process operated by Google is commonly known as ‘wardriving’,\textsuperscript{151} and it is an easy and cost-effective method of obtaining a large quantity of signals from Wi-Fi enabled devices. The technological limitations of the collection process employed by Google would not necessarily make it an illegitimate collection tool.\textsuperscript{152} The collection of SSIDs through wardriving is generally unavoidable and, in the absence of an efficient and cost-effective alternative, Google could argue that it would be inappropriate to alter an existing generally accepted practice.

However, there was no reason for Google to retain the SSIDs, and this information could quite easily have been deleted upon collection. Google’s Wi-Fi mapping system was also an aspiration. The collection and retention of data that may or may not be useful in the future could therefore not be classed as necessary.\textsuperscript{153} Furthermore, Google’s initial assertion that the Wi-Fi data was unknowingly collected through software designed by a rogue engineer also gives rise to questions about the necessity of the collection. An organisation cannot claim that it did not ‘expect’ or ‘intend’ to collect personal information\textsuperscript{154} but still claim that the collection was necessary to fulfil a business function. Google’s initial admission that it did not know about the collection cannot be used to support the contention that it was a necessary collection of Wi-Fi header data.

Accordingly, and in the absence of evidence relating to Google’s Australian collection practices, it is not possible to determine specifically whether Google’s collection of Wi-Fi header data was in breach of NPP 1.1. However, our examination shows that this is a contentious issue and there are strong arguments
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both for and against the existence of a breach. It is therefore necessary to examine NPP 1.2 and whether Google’s collection was fair and lawful.

2 NPP 1.2 — Fair and Lawful Collection

Under NPP 1.2, organisations must collect personal information through ‘lawful and fair means and not in an unreasonably intrusive way’. The collection of Wi-Fi header data must not conflict with any existing laws and a ‘lawful’ collection of data simply means that it is ‘authorised, as opposed to not forbidden, by law’. The Australian Government referred the Street View Wi-Fi scandal to the Australian Federal Police (AFP) to investigate whether Google breached the Telecommunications (Interception and Access) Act 1979 (Cth) (‘TIA Act’). Legal advice received by the AFP suggested that Google may have breached the TIA Act. However, a prosecution was not pursued due to ‘the difficulty in gathering sufficient evidence’ and because Google’s collection appeared to be ‘inadvertent’. The AFP concluded that it was unlikely to secure a prosecution and ‘it would not be an efficient or effective use of … resources to pursue [the] matter … further’. It is therefore possible that Google breached the lawful element of NPP 1.2 regarding application of the TIA Act, but the AFP indicated that it would be difficult, if not impossible, to prove in practice. As such, we consider the complex issue of whether the collection was unfair.

An unfair collection can be one that involves ‘intimidation or deception’ by the collecting organisation. The relationship between the collecting organisation and the individual, and the degree of inequality that exists between the two, is therefore a key point of analysis. In the Street View scandal, there is no pre-existing relationship between Google and the Wi-Fi access point holders. The presence of a pre-existing relationship may provide a degree of adequate notice or demonstrate that the individuals were trading their Wi-Fi header data for the provision of a valuable service. Google could have balanced this inequality by providing sufficient notice of its Wi-Fi collection intentions or by providing an opt-out option. The latter would have established a relationship and would have engendered a higher degree of equality through advance notification and
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an opportunity for Wi-Fi access point holders to not participate in Google’s collection.\textsuperscript{164}

This is an important point because a relevant consideration regarding the ‘fairness’ of Google’s collection is how it represented its actions to the public.\textsuperscript{165} For example, in \textit{J v Utility Co and Industry Group}, the Australian Privacy Commissioner took into consideration that the company had acted contrary to its own privacy policy.\textsuperscript{166} A fair collection is consequently undertaken in circumstances that give rise to a reasonable expectation that the collected information would be recorded. An unfair collection can therefore arise in circumstances where the collector misleads or deceives the information holder concerning collection, the identity of the collector and the use of information. The Dutch DPA argued that Google’s collection was de facto secret and thus deceptive because it was conducted under the guise of a photographic exercise. Accordingly, Wi-Fi access point holders were denied an opportunity to opt-out of the collection by adjusting their standard behaviour, such as switching off the access point at the time of Google’s collection.\textsuperscript{167}

Google could counter-argue that its collection of Wi-Fi header data was compatible with its privacy policy in place at the time of the Street View scandal. Google’s policy stated that it only processed personal information for specified purposes and that it would only collect personal information needed to provide or improve its services.\textsuperscript{168} However, it is questionable whether Google’s Wi-Fi collection was in compliance with its own privacy policy. First, regardless of whether SSIDs were inadvertently collected in the wardriving process, Google’s retention and storage of SSID data contravenes its own privacy policy as the data was not needed by Google to improve its geolocation services.\textsuperscript{169} Second, a public statement made by Google at the time of the Street View collection also casts doubt on the veracity of Google’s compliance with its own privacy policy. In 2009, Google’s Global Privacy Counsel, Peter Fleischer, rebutted criticism by a British MP in an article published in \textit{The Times}: ‘We’re proud of our track record of protecting user privacy. We work hard to make sure our users understand what

\textsuperscript{164} See ibid 39. However, the complexity of the opt-out system was criticised as it is based on the requirement of Wi-Fi access point holders to change their SSID.
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\begin{quote}
Google processes personal information only for the purposes for which it was collected and in accordance with this Privacy Policy or any applicable service-specific privacy notice. We review our data collection, storage and processing practices to ensure that we only collect, store and process the personal information needed to provide or improve our services or as otherwise permitted under this Policy. We take reasonable steps to ensure that the personal information we process is accurate, complete, and current, but we depend on our users to update or correct their personal information whenever necessary.
\end{quote}

\textsuperscript{169} See Dutch DPA Final Findings, above n 40, 38: ‘Google can leave the SSIDs (network names) out of the Google CLS and limit itself to the combination of the BSSIDs and their calculated locations to offer location approximation services. The lack of a need to process the SSIDs means that there is no justified purpose for their collection’.
data we collect and how we use it, because we are committed to transparency and user choice.\textsuperscript{170} 

Google’s Street View Wi-Fi collection contravenes Fleischer’s statement because Google failed to notify Wi-Fi access point holders about the collection of their Wi-Fi header data and initially tried to deny its collection.\textsuperscript{171} At the time Fleischer made this statement, Google was secretly collecting Wi-Fi data across the globe which in no sense accords to the commitment to transparency and user choice professed in the statement.\textsuperscript{172} Google could argue that it did not consider Wi-Fi data to be personal information, so it therefore did not intend to breach information privacy law and the privacy of its users. However, it is important to note that Fleischer’s statement simply refers to ‘data’ that Google collects and uses. Google’s commitment to transparency does not simply involve personal information.

Finally, and most importantly, it is the surreptitious nature of Google’s Wi-Fi collection that is most likely to make the collection of Wi-Fi header data an unfair collection under \textit{NPP} 1.2. Google admitted to the collection three years after the collection started, and only because of vigorous questioning by German privacy regulators. Putting these two facts together, it would seem that Google had no intention of notifying anyone about the Wi-Fi collection which makes it more likely that the collection would be deemed to be deceptive and thus unfair. Google’s fabricated ‘rogue engineer’ defence would also indicate that there was a concerted effort to deceive individuals and regulators about the collection. We contend that Google breached \textit{NPP} 1.2 and will now conclude our investigation of Google’s \textit{NPP} 1 obligations by examining the requirements of \textit{NPP} 1.3.

\section{NPP 1.3 — Notification to Individuals}

\textit{NPP} 1.3 has a direct connection to the unfair collection of personal information. It requires organisations that collect personal information from an individual to take reasonable steps to notify the individual about the collection.\textsuperscript{173} Although it is a requirement to take ‘reasonable steps’ to provide notification,\textsuperscript{174} the Australian Privacy Commissioner has not recommended any particular method of notification.\textsuperscript{175} Instead, it is left to organisations to determine the most appropriate form of notice. Hence, the insertion of a reasonableness element in \textit{NPP} 1.3 provides a standard of what is realistically expected from the organisation. Under
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this flexible standard, notification is not always required prior to the collection of personal information.\textsuperscript{176} Reasonable steps as regards the timing of notice therefore depend on balancing organisational business requirements and individual privacy interests.\textsuperscript{177}

Indeed, the NPPs are not intended to prescribe requirements that could limit the effective operation of organisations.\textsuperscript{178} Consequently, organisational cost, convenience and practicality of prior notification are key factors regarding the need to notify and the appropriate choice of notification under \textit{NPP} 1.3.\textsuperscript{179} Determinations regarding notification are also contextual because the nature of the organisation, the type of information collected and the potential detrimental impact on an individual are other significant factors in deciding the appropriate method of notification.\textsuperscript{180} The content of notice should also include certain elements such as the contact details of the collecting organisation, the purpose of collection and whether the collection was required or authorised under law.\textsuperscript{181} For example, in \textit{I v Contracted Service Provider to Commonwealth Agency} [2008] PrivCmrA 9 (26 June 2008), notification through a signed Conditions of Entry form was deemed inadequate because the form used for notification did not disclose the purpose of the collection.\textsuperscript{182} Transparency of information collection processes is thus a key element of the rationale behind notification.

Notification does not have to be made to each individual as this may be impractical and costly. In such situations, a public notice or visible signage may suffice.\textsuperscript{183} Furthermore, it is possible to disclose more than one ‘purpose’ when notifying individuals about the collection of information, unless that information is prone to misinterpretation.\textsuperscript{184} In \textit{P and Retail Co}, a complaint that involved the recording of telephone conversations with a customer without proper authorisation, the Australian Privacy Commissioner decided that a degree of specificity was required for notification, such that a notification of the recording of inbound calls did not amount to sufficient notice for the recording of outbound calls.\textsuperscript{185}

There is a large degree of flexibility for organisations when taking reasonable steps to provide notification as regulatory requirements are weighted significantly against organisational exigencies. Organisations are only required to take reasonable steps to notify individuals and it is not intended that the obligations of \textit{NPP} 1.3 have absurd implications.\textsuperscript{186} Nevertheless, it is likely that Google failed to provide adequate notification in relation to its collection of Wi-Fi header data.
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Google dominates the online advertising market and controls the world’s most popular online search engine. Google has a mechanism to communicate directly and instantaneously to an international audience of Wi-Fi access point holders. This point goes against Google because it would have been relatively easy for it to take reasonable steps to notify individuals about the collection. Google had already developed a site that provided details about the employment of Google Street View vehicles to assuage concerns about surreptitious photography.\(^{187}\) It would have been a trivial matter for Google to add details about its Wi-Fi collection practices and thus provide notification of the collection. For instance, the Dutch DPA deemed Google had sufficient means to inform Dutch Wi-Fi access point holders about the Wi-Fi data collection through its websites, press releases and targeted advertisements, and by making its cars more identifiable. Google had already undertaken similar activities in Germany and it would not have been burdensome to expect Google to undertake similar processes in Holland.\(^{188}\)

Under \(NPP\) 1.3, an organisation may not have to provide notice where the collection is ‘obvious’ or readily apparent.\(^{189}\) The process of collection is an important consideration especially regarding the use of new technologies which may make it impracticable for an organisation to notify every individual about a collection of personal information.\(^{190}\) Google could argue that the Street View image collection was apparent as it provided public notice of the collection. However, Google cannot claim that individuals should have known about the collection of Wi-Fi header data, as part of the Street View image collection, because the corporation effectively kept it secret and thus any defence that Wi-Fi access point holders should have reasonably expected Wi-Fi header data to be collected would fail,\(^ {191}\) as highlighted by the Canadian Privacy Commissioner.\(^{192}\)

In conclusion, we contend that Google breached \(NPP\) 1.3 by failing to provide notification to wireless access point holders about the Street View Wi-Fi collection. A greater focus on notification would also have created a more rigorous process of risk assessment regarding the necessity of collecting Wi-Fi header data in the first place.\(^ {193}\) If Google had undertaken such a process, it is likely that the scandal would not have manifested in the way it did.

\section*{IV REPERCUSSIONS FOR PRIVACY REGULATION}

We contend that the collected Wi-Fi header data should have been classed as personal information and that Google may have breached certain elements of
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The findings of our research accordingly raise questions about the efficacy of the Australian response to the scandal. We therefore conclude our article by: (a) examining the immediate actions taken by the then Privacy Commissioner; (b) examining the subsequent attempts to clarify the legal position of Wi-Fi header data, both from an Australian and EU perspective; and (c) identifying the lack of a reasoned basis for regulatory decision-making in Australia.

A  The Immediate Response

Part II detailed the regulatory investigations prompted by Google’s collection of Wi-Fi header data. Most notably, the regulators in France and Holland concluded — after technologically rigorous and legally sophisticated analysis — that Wi-Fi header data should be classed as personal information under their respective laws. The then Australian Privacy Commissioner decided that a formal investigation was not required. We now outline the immediate response of the Privacy Commissioner. By doing so, we highlight some significant differences in regulatory approach involving the willingness to examine contemporary privacy issues derived from technological developments.

As highlighted in Part II, the Australian Privacy Commissioner conducted an OMI into the collection of payload data. The Commissioner adopted a conciliatory approach with Google due to the lack of powers in relation to OMIs, as highlighted by the following media statement:

Under the current Privacy Act, I am unable to impose a sanction on an organisation when I have initiated the investigation. My role is to work with the organisation to ensure ongoing compliance and best privacy practice. This was an issue identified by the Australian Law Reform Commission (ALRC) inquiry into Australian privacy laws. The ALRC recommended that the enforcement regime be strengthened. My Office supports these recommendations, and the Australian Government has announced its intention to adopt them.\textsuperscript{194}

As a consequence of the Commissioner’s approach, the discussions between Google and the OAIC were kept confidential and so the only publicly available information that provides an insight into the Commissioner’s actions are media statements. The entirety of the Commissioner’s published legal analysis of whether the Wi-Fi header data collected by Google constituted ‘personal information’ under s 6(1) of the Privacy Act is encapsulated in two statements to the media. The first statement, in a Fairfax media article, put the view that ‘[f]rom a privacy perspective, our preliminary inquiries have indicated that the information about Wi-Fi data that Google is collecting would not be considered personal information
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The second statement, on ABC Radio National’s PM programme, was that ‘[o]ur preliminary inquiries have indicated generally that the information about WiFi networks that Google is collecting would probably not on its own be considered personal information under the Privacy Act’. The second statement, which was made on the same day, indicated the Commissioner’s preliminary inquiries found that ‘information about WiFi networks’, which again is presumably Wi-Fi header data, would generally not be personal information if it was collected on its own.

The second statement therefore contradicts the first statement because it is possible for Wi-Fi header data to be personal information if it is collected with other information that can be aggregated to reveal an identity, such as location data, as highlighted above. It is difficult to determine what the Commissioner was actually trying to say with these two statements but she seemed to be referring to the crucial distinction between context dependent and context independent approaches to classifications of personal information. As highlighted in Part III(A), this distinction plays a crucial part in any attempt to determine whether Google’s collection of Wi-Fi header data breached the Privacy Act. We concluded that Wi-Fi header data was likely to be personal information in both an apparent and reasonably ascertainable sense. This corresponds with the New Zealand investigation which is important given the similarities between the New Zealand and the Australian privacy legislation.

The Commissioner’s analysis of ‘information about Wi-Fi data’ or ‘information about Wi-Fi networks’ was incomplete, but more importantly, was also incorrect. This would indicate that the ‘preliminary inquiries’ conducted by the Commissioner were ineffective which is signified by the use of ‘probably’ in the Commissioner’s second statement. Moreover, given the level of Google’s obfuscation in the inquiries conducted by the Dutch DPA and the FCC, it should be no surprise at all that the Commissioner’s ‘preliminary inquiries’ did no more than produce a result that was undoubtedly favourable to Google. As such, it could be argued strongly that the regulatory response to this issue was simply inadequate and did not attempt to examine the complex legal issues that arise

---

196 Griffiths, above n 56.
197 Dutch DPA Final Findings, above n 40, 4–5, regarding Google’s continuous delays. See also FCC Liability Notice, above n 11, 2 [4], detailing Google’s attempt to deliberately impede and delay the investigation and Google’s wilful and repeated violations of Commission orders.
in any meaningful sense.198 Furthermore, the lack of appropriate response has significant implications for the development of a regulatory discourse emanating from the application of the Privacy Act which is exemplified by the decisions made subsequent to the Google scandal.

B Comparison of Subsequent Legal Determinations

The importance of the Google scandal does not just lie in the immediate actions or inactions of regulatory authorities. As highlighted in Part I, the issue of whether Wi-Fi header data is personal information is of material importance because it potentially could have a significant effect on the collection practices of new Location-Based Service industries. We therefore examine regulatory opinions about whether Wi-Fi header data is personal information in Australia and the EU. We contrast the opinion produced by the EU’s Article 29 Data Protection Working Party with the only direct statement on this topic produced by the OAIC, a report of an OMI into a potentially similar fact situation to the Google scandal. Again, this comparison highlights significant differences in the consideration of policy and the role of a privacy regulator as a developer of information privacy related guidance and law.

Following the Google scandal, the Article 29 Data Protection Working Party published an opinion on geolocation services that examined whether Wi-Fi header data should be considered personal data under the Data Protection Directive.199 The Working Party Opinion details the data protection implications of different types of organisations using different types of geolocation services and the three different types of geolocation infrastructure, GPS, Global System for Mobile Communications (GSM) and Wi-Fi. The Working Party Opinion provides a detailed overview of the legal implications of collecting geolocation data, including Wi-Fi header data, across a number of different telecommunications sectors that involve a number of different actors. For the purpose of this article, it is only necessary to focus on the Article 29 Data Protection Working Party’s perspective on whether Wi-Fi header data transmitted from Wi-Fi access points is personal data.

The Article 29 Data Protection Working Party concluded that a MAC address of a Wi-Fi access point is capable of being personal data when it is collected with location data because the location of the Wi-Fi access point is ‘inextricably linked’ to a property location which can then be linked to the owner of the access point.200 The location of a Wi-Fi access point can be fine-tuned by further analyses,

198 This is potentially an example of Lindsay’s conceptualisation of the ‘purely consequentialist considerations’ of certain applications of information privacy law, and the reduction of the complex social and legal issues inherent in the ‘privacy implications of data processing’ to ‘narrowly focused technocratic procedures of information management’: see David Lindsay, ‘An Exploration of the Conceptual Basis of Privacy and the Implications for the Future of Australian Privacy Law’ (2005) 29 Melbourne University Law Review 131, 165.
200 Ibid 11.
such as the use of signal strength and through the ongoing use of the geolocation service which creates further precision.\textsuperscript{201} As such, in sparsely populated areas, the MAC address will point towards a single property from which the owner can be identified easily by aggregating home ownership details, electoral register details or white page directories. In more densely populated areas, the use of MAC address with signal strength and SSID can be used to determine the precise location of an access point and to ascertain the identity of an individual where the access point is located. However, in very densely populated areas, it would not be possible to precisely identify the location of an individual from a MAC address and other information collected without ‘unreasonable effort’.\textsuperscript{202}

Nevertheless, the Article 29 Data Protection Working Party concluded that a combination of a Wi-Fi access point MAC address collected with other Wi-Fi header data and location data should always be treated as personal data even if, in some cases, it is not possible to identify an individual without unreasonable effort:

Under these circumstances and taking into account that it is unlikely that the data controller is able to distinguish between those cases where the owner of the WiFi access point is identifiable and those that he/she is not, the data controller should treat all data about WiFi routers as personal data.\textsuperscript{203}

The Article 29 Data Protection Working Party also concluded that even though geolocation service data controllers did have a legitimate interest in the collection of Wi-Fi header data, this interest had to be balanced by the provision of opt-out mechanisms for collection and by not collecting or processing SSID data.\textsuperscript{204} Thus the Article 29 Data Protection Working Party has provided a clear, detailed and sophisticated opinion of the legal status of Wi-Fi header data under the Data Protection Directive. It should also be reiterated that the Working Party Opinion goes much further than the implications of Wi-Fi access points and provides a detailed consideration of the complex legal issues on an industry-wide basis. The Working Party Opinion therefore provides clear and unambiguous guidance that sets out identifiable legal obligations for geolocation service industries.

We can contrast this with the only available analysis produced by the OAIC in Own Motion Investigation v Information Technology Co.\textsuperscript{205} In December 2010, the OAIC, under the leadership of the newly appointed Australian Privacy Commissioner, Timothy Pilgrim, published the results of an OMI against an unnamed information technology company. The report is only 246 words in length and it is not clear on what basis an investigation was conducted. OMIs are often instigated following the reporting of a suspected breach of privacy via the

\textsuperscript{201} Ibid.
\textsuperscript{202} Ibid.
\textsuperscript{203} Ibid.
\textsuperscript{204} Ibid 17.
\textsuperscript{205} [2010] PrivCmrA 24 (24 December 2010) (‘ITC Investigation’).
media or by an organisation self-reporting an incident. The only reference to the investigation’s basis is a rather cryptic version of the facts: ‘The Commissioner received information that suggested that an information technology company was collecting geographical location data about mobile phone customers who used its location-based services’.

It is unclear whether the Commissioner received a complaint about the collection or even what the collection actually entailed. For example, was it Wi-Fi header data transmitted from Wi-Fi access points or Wi-Fi header data from smart mobile devices? The facts seem to indicate that collected data was ‘about mobile phone customers’ rather than Wi-Fi devices which again causes confusion. It is even uncertain what type of Location-Based Service was used. It is therefore difficult to understand the factual circumstances of this investigation as it is unclear from the stated facts what the investigation actually referred to. Furthermore, it is not even clear on what legal basis the Commissioner believed that the Privacy Act may have been breached. The definition of personal information is mentioned and there is a passing mention of NPP 1.2 without any reference to the facts at hand.

The substantive outcome of the investigation was:

The investigation revealed that the information technology company was not collecting personal information through the use of its location-based services, as defined in the Privacy Act.

Instead, when the information technology company received a customer request for data about their current location from a mobile device, it collected information about nearby cell towers and Wi-Fi access points, and then sent this information back to the customer’s device. The customer’s device then used this information to determine the customer’s exact location. Neither the exact location of the device nor identifying information about the customer was sent back to the information technology company.

The Commissioner considered that individuals could not be identified from the information collected by the information technology company through its location-based services. As the information did not meet the definition of ‘personal information’, the information technology company’s activities in relation to this matter were not subject to the Privacy Act. Therefore the Commissioner ceased the own motion investigation into the matter.

We do not intend to critically analyse the outcome of this investigation as it is impossible to do so without a clearer set of facts. However, as highlighted

206 Paterson, above n 57, 62 [2.58].
208 This is an important point because the information privacy considerations are very different depending on what type of device the data is collected from, as highlighted in Working Party Opinion, above n 4, 7.
209 For example, contrast the facts of the OMI with the previous Privacy Commissioner’s statements made during the Google scandal ‘information about Wi-Fi data’ or ‘information about WiFi networks’: see Part IV(A).
throughout the course of this article, the use of MAC address data is integral to the operation of Location-Based Services. For a customer’s device to receive location data from the information technology company’s Location-Based Services, the MAC address of the device would have to be provided.211 This may or may not be implicitly confirmed by the Commissioner’s determination that ‘[n]either the exact location of the device nor identifying information about the customer was sent back to the information technology company’.212 There is nothing in this statement to confirm that the MAC address was not sent by the device to the company as would be expected. This is an important point as the Working Party Opinion clearly indicates that a MAC address, particularly of a mobile device,213 should be classed as personal data, and the legal analysis conducted in this article also supports that proposition. Consequently, on one interpretation of the ITC Investigation, it is possible to reach the conclusion that a MAC address of a mobile Wi-Fi device, particularly a mobile phone, should not be classed as personal information, which is in direct disagreement with the policy position being put forward in the EU. That itself is not problematic as it has been well documented that different jurisdictions have different interpretations and priorities regarding information privacy protection.214 The levels of legal protection accorded to personal information are not fixed and are sensitive to the needs of each individual jurisdiction.

The ITC Investigation was published before the Working Party Opinion, so the OAIC obviously would not have been able to consider its content in drafting the report. However, the detailed reports of the Dutch and French DPAs were available but were not referred to. More importantly, the OAIC has done little since the publication of the Working Party Opinion to clarify its own interpretation of whether a MAC address broadcast from a Wi-Fi access point or a Wi-Fi enabled smart device should be classed as personal information. In fact, a recent guideline produced by the OAIC further confuses this important issue.

In September 2013, the OAIC released a guideline regarding better privacy practices for mobile app developers.215 The Mobile App Guideline indicates that certain types of information can be classed as personal information in a reasonably ascertainable sense depending upon the circumstances of collection and use. Two types of information relevant to this article are: Unique Device Identifiers (UDIDs), which can amount to personal information in specified circumstances; and location information, which can reveal user activity patterns
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211 See Chow, above n 11, 62: ‘the device sends the location provider a request that includes the MAC address, signal strength, SSID, and age of all detected wireless networks. The location provider then uses that data to triangulate a position, and sends back a response that is converted to a usable geolocation for the device’ (citations omitted).


213 Working Party Opinion, above n 4, 7: ‘A smart mobile device is very intimately linked to a specific individual’.


and habits.\textsuperscript{216} The \textit{Mobile App Guideline} does not provide examples of UDIDs which could be classed as personal information, but it presumably refers to data such as a MAC address. The \textit{Mobile App Guideline} then states that a mobile app privacy policy should inform users about the sharing of behavioural information or \textit{device identifiers} with third parties because ‘[i]deally, users should be able to opt out of sharing their personal information with third parties’.\textsuperscript{217}

Rather than clarifying if and when a MAC address will be personal information, the \textit{Mobile App Guideline} and the \textit{ITC Investigation}, when read in conjunction with each other, produce a confusing array of possibilities. One reading of the \textit{ITC Investigation}, as highlighted above, indicates that a MAC address of a smart mobile device should not be classed as personal information. However, the \textit{Mobile App Guideline} indicates that a MAC address, as a UDID, could be personal information in a reasonably ascertainable sense in certain circumstances. The \textit{Mobile App Guideline} subsequently indicates that users should be able to opt-out of sharing their personal information with third parties and the implication of that statement is that a UDID should therefore always be treated as personal information. Consequently, we have a situation where a MAC address: (1) may not be personal information; (2) could be personal information; and (3) should be personal information. We argue in Part IV(C) that this confused state of affairs arises because of the lack of a reasoned decision-making process founded on clear regulatory and jurisprudential discourse.

\section{C The Lack of Published Reasoning}

The purpose of the above comparison is not to question the veracity of the \textit{ITC Investigation} and the \textit{Mobile App Guideline} per se. Rather, the comparison of the Article 29 Data Protection Working Party and OAIC approaches to this problem highlights the lack of clarity in the Australian reasoning process, which makes it difficult to generate a healthy and sustained regulatory consideration of vital information privacy law issues.\textsuperscript{218}

The \textit{Working Party Opinion} recognises the increasing importance of geolocation information and the privacy implications that arise when location information is aggregated with other information. The purpose of the \textit{Working Party Opinion} is to establish a policy position that accommodates the rapid development of geolocation technologies and their vast uptake on consumer smart mobile devices. These devices have a contingent effect as they not only provide a market for Location-Based Services but they also make it easier to collect location data which in turn provides new opportunities for Location-Based Service industries to expand.

\textsuperscript{216} Ibid 4.
\textsuperscript{217} Ibid 12.
Central to the Article 29 Data Protection Working Party’s reasoning process is the complex interrelation of rapid technological developments, individual privacy protections and societal benefits that arise from the advent of new technologically oriented markets. It is this reasoning process that founds the scope of the Working Party Opinion’s logic, namely, to clearly identify technological infrastructures and the privacy impacts that flow from these infrastructures. The Article 29 Data Protection Working Party is able to consider the implications of technological development in a holistic sense, while clearly indicating the legal protections which individuals can expect and the legal obligations which collectors of personal data are expected to fulfil.

In sum, the Working Party Opinion is about establishing a regulatory discourse — a path which enhances legal certainty and which sets the basis for future legal discussion. An example of that path is the Working Party Opinion’s consideration of whether a MAC address for a Wi-Fi access point is personal data, as highlighted above. The Article 29 Data Protection Working Party’s consideration of this point exemplifies a clear identification of the technological issues, a nuanced understanding of the privacy risks for individuals and the practical consequences that may arise now and in the future for Location-Based Service industries.

However, the same cannot be said about the OAIC’s approach. First, the former Australian Privacy Commissioner’s media statements at the time of the Google scandal and the perplexing description of facts in the ITC Investigation indicate an imprecise identification of the technological issues. Second, the perceived privacy risks for individuals arising out of the ITC Investigation are predicated purely on the basis of being able to identify an individual from the information in question. The Working Party Opinion, on the other hand, considers a number of privacy risks that could potentially arise for individuals. The OAIC’s limited construction of risk could emanate from the Privacy Act’s definition of personal information, which, as previously discussed, requires information to be ‘about’ an individual rather than information that ‘relates to’ an individual as in the EU. Wi-Fi header data and a MAC address in particular are information about devices rather than information about individuals. However, such data is of course
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219 The identified risks are broad and go beyond mere identification. For example, behavioural risks by being able to identify behaviours of individuals; surveillance risks through the constant monitoring of location data; autonomy risks by being able to identify sensitive facets of an individual’s life; potential cyber and physical crime risks and function creep risks arising from unintended uses of personal information. Lindsay contends that the breadth of risk identification is appropriate regarding determinations of what is personal information under information privacy laws. See Lindsay, ‘Misunderstanding “Personal Information”’, above n 71, 13.

220 See, eg, ITC Investigation [2010] PrivCmrA 24 (24 December 2010): ‘The Commissioner considered that individuals could not be identified from the information collected by the information technology company through its location-based services’

221 See, eg, Working Party Opinion, above n 4, 7.

222 For the link between information ‘about’ and information that ‘relates to’ an individual, see Nouwt, above n 3, 385. Nonetheless, the ‘relate to’ definition is intended to have a wider application and consideration of privacy harms that arise.
information that relates to an individual.\textsuperscript{223} In that sense, it is perhaps easier for the Article 29 Data Protection Working Party to address a wider scope of privacy risks because the definition of personal information in the \textit{Data Protection Directive} affords a wider consideration of the issue.

However, that alone does not explain why the New Zealand Privacy Commissioner in the Google scandal was able to reach a similar conclusion as the Working Group when the definition of personal information in the \textit{Privacy Act 1993} (NZ) is conceptually similar to that in the Australian legislation. It also does not explain why the OAIC’s \textit{Mobile App Guideline} now appears to recognise that a MAC address, as a UDID, could potentially be personal information whereas one interpretation of the \textit{ITC Investigation} is that a MAC address is not personal information. The OAIC’s \textit{Mobile App Guideline} is based on a similar guideline produced by the Canadian Privacy Commissioner.\textsuperscript{224} Like Australia and New Zealand, the Canadian privacy law’s\textsuperscript{225} definition of personal information stems from the \textit{OECD Guidelines} and is information about an identifiable individual.\textsuperscript{226} However, the Canadian Privacy Commissioner has been ‘deliberately’ active in expanding the construction of personal information.\textsuperscript{227} It should not be a surprise therefore that the \textit{Canadian Mobile Apps Guidelines} have a more considered application of when and how a device identifier can, in combination with location information, be considered personal information:

Location information can reveal user activity patterns and habits. Whatever method is used to link a device to its owner, whether it’s a unique device identifier or multiple linked identifiers, it has the potential to combine with personal information to create a profoundly detailed and sensitive profile of a user’s behaviour depending on the circumstances.\textsuperscript{228}

The OAIC’s \textit{Mobile App Guideline} provides a truncated version of this quote that copies the Canadian material about location information, but more importantly, removes the importance of contextual indications about how and when a device identifier can be personal information. The removal of this material is symptomatic of the key difference between the \textit{Working Party Opinion} and the \textit{ITC Investigation}. The former is founded on an identifiable reasoning process whereas the latter is not. It is the lack of reasoned guidance of the applicable

\textsuperscript{223} For example, Wi-Fi header data broadcast from residential addresses is information about a device but that information relates to an individual because it is inherently linked to an individual’s residential address.


\textsuperscript{225} It should be noted that the Canadian federal information privacy law framework is different to that of Australia and New Zealand. There is a separate act for the federal public sector and the private sector. These are the \textit{Privacy Act}, RSC 1985, c P-21 and the \textit{Personal Information Protection and Electronic Documents Act}, SC 2000, c 5 (‘\textit{PIPEDA}’), respectively. The Canadian Privacy Commissioner is nonetheless responsible for administering both acts.

\textsuperscript{226} \textit{PIPEDA} s 2 (definition of ‘personal information’).


\textsuperscript{228} \textit{Canadian Mobile Apps Guidelines}, above n 224, 3.
law by the Australian Privacy Commissioner that makes it difficult to determine whether Wi-Fi header data, and even a MAC address of a smart mobile device, constitute personal information in Australia.

Accordingly, regardless of whether Wi-Fi header data is personal information or not, a clear statement is required from the OAIC that provides an insight into the reasoning being applied in such determinations.229 The need for this type of insight is more important now given that the OAIC has been tasked with developing guidelines on what constitutes reasonable identification under the Privacy Act’s new definition of personal information. The prospective guidelines will be integral to determining what constitutes personal information under the new definition and as such will provide guidance on a key threshold issue relating to the Privacy Act’s application.

It is therefore essential that the new guideline follow a similar approach to the Article 29 Data Protection Working Party. Doing so will provide the foundation for a more detailed and nuanced understanding of how information privacy law applies in Australia, which can then be measured against the legal and regulatory outcomes of other jurisdictions. This in turn will foster a more sophisticated privacy discourse that moves beyond the rigid confines of information privacy orthodoxy and provides a more suitable basis for the evaluation of perpetual technological developments and their effects on individual and societal notions of privacy in contemporary Australia. Professor Greenleaf decried in 2001 that ‘we need more law’.230 It is now time for that plea to be heard and to be actioned in the form of a reasoned regulatory discourse.

V CONCLUSION

Google clearly broke the laws of many countries when it collected payload data from Wi-Fi access points. The issue of whether Google breached the requirements of the Privacy Act in relation to the collection of Wi-Fi header data is more complex. This article put forward the view that Wi-Fi header data is classifiable as personal information under s 6(1) of the Privacy Act. Our analysis of the collection obligations under NPP 1 indicates that Google was potentially in breach of NPP 1.1 regarding the necessity of collection and Google was likely to
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229 See Schwartz and Solove, above n 65, 1846: The line between [personally-identifiable information] and [non-personally-identifiable information] is not fixed but depends upon technology. Thus, today’s [non-personally-identifiable information] might be tomorrow’s [personally-identifiable information]. New and surprising discoveries are constantly being made about ways of combining data to reveal other data. Consequently, the reasoning behind decisions about what is or is not personal information is more important than the decision itself. See also Raphaël Gellert and Serge Gutwirth, ‘The Legal Construction of Privacy and Data Protection’ (2013) 29 Computer Law & Security Review 522, 526–7, regarding both the fundamental differences and the overlap between data protection and privacy rights. The distinction again re-emphasises the need for clarity of reasoning due to the paradoxical and unintended consequences of anonymised data application.

have been in breach of NPP 1.2 and NPP 1.3 regarding unfair collection and the lack of notification provided respectively.

The preliminary investigations of the then Australian Privacy Commissioner apparently came to a different conclusion because she did not pursue the matter further. Media statements made at the time of the scandal did not make clear whether the then Commissioner concluded that Wi-Fi header data collected by Google was personal information. As a consequence, it is still unclear now what status Wi-Fi header data has under the Privacy Act and whether the collection of such data breaches the Act. The scant legal commentary — one reported investigation produced by the OAIC in 2010 and a tangentially relevant guideline — do nothing to clarify this issue. However, the issue demands clarification given the continued expansion of Location-Based Service industries and the fact that the EU has made a clear policy statement on this matter.

The absence of considered opinions on key constructs of the Privacy Act can only be addressed by legal decisions and regulatory guidelines that clearly highlight the reasoning processes adopted. Only then will it be possible to work out the substantive, practical and theoretical implications of the Privacy Act’s application to new technological challenges, such as those previously presented in the Google Street View Wi-Fi scandal and those to be presented by newly developing Location-Based Service industries.