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Abstract
One of the most widely used standard procedures for model evaluation in classification and regression is $K$-fold cross-validation (CV). However, when it comes to time series forecasting, because of the inherent serial correlation and potential non-stationarity of the data, its application is not straightforward and often omitted by practitioners in favor of an out-of-sample (OOS) evaluation. In this paper, we show that the particular setup in which time series forecasting is usually performed using Machine Learning methods renders the use of standard $K$-fold CV possible. We present theoretical insights supporting our arguments. Furthermore, we present a simulation study where we show empirically that $K$-fold CV performs favorably compared to both OOS evaluation and other time-series-specific techniques such as non-dependent cross-validation.

Keywords: cross-validation, time series, auto regression.
1 Introduction

Cross-validation (CV) (Arlot and Celisse, 2010; Stone, 1974) is one of the most widely used methods to assess the generalizability of algorithms in classification and regression (Hastie, Tibshirani, and Friedman, 2009; Moreno-Torres, Saez, and Herrera, 2012), and is subject to ongoing active research (Borra and Di Ciaccio, 2010; Budka and Gabrys, 2013; Moreno-Torres, Saez, and Herrera, 2012). However, when it comes to time series prediction, practitioners are often unsure of the best way to evaluate their models. There is often a feeling that we should not be using future data to predict the past. In addition, the serial correlation in the data, along with possible non-stationarities, make the use of CV appear problematic as it does not account for these issues (Bergmeir and Benítez, 2012). Usually, practitioners resort to usual out-of-sample (OOS) evaluation instead, where a section from the end of the series is withheld for evaluation. However, in this way, the benefits of CV, especially for small datasets, cannot be exploited.

One important part of the problem is that in the traditional forecasting literature, OOS evaluation is the standard evaluation procedure, partly because fitting of standard models such as exponential smoothing (Hyndman et al., 2008) or ARIMA models are fully iterative in the sense that they start estimation at the beginning of the series. Some research has demonstrated cases where standard CV fails in a time series context. For example, Opsomer, Wang, and Yang (2001) show that standard CV underestimates bandwidths in a kernel estimator regression framework if autocorrelation of the error is high, so that the method overfits the data. As a result, several cross-validation techniques have been developed especially for the dependent case (Burman, Chow, and Nolan, 1994; Burman and Nolan, 1992; Györfi et al., 1989; Kunst, 2008; McQuarrie and Tsai, 1998; Racine, 2000).

Our paper contributes to the discussion in the following way. When Machine Learning (ML) methods are applied to forecasting problems, this is typically done in a purely (non-linear) autoregressive approach. In this scenario, the aforementioned problems of CV are largely irrelevant, and CV can and should be used without modification, as in the independent case. We provide a theoretical proof and additional results of simulation experiments to justify our argument.

2 Cross-Validation for the Dependent Case

CV for the dependent setting has been studied extensively in the literature, including Györfi et al. (1989), Burman and Nolan (1992) and Burman, Chow, and Nolan (1994). Let \( y = \{y_1, \ldots, y_n\} \) be a time series. Traditionally, when \( K \)-fold cross-validation is performed, \( K \) randomly chosen numbers out of the vector \( y \) are removed. This removal invalidates the cross-validation in the dependent setting because of the
correlation between errors in the training and test sets. Therefore, Burman and Nolan (1992) suggest bias correction, whereas Burman, Chow, and Nolan (1994) propose \( h \)-block cross-validation whereby the \( h \) observations preceding and following the observation are left out in the test set.

However, both bias correction and \( h \)-block cross-validation method have their limitations including inefficient use of the available data.

Let us now consider a purely autoregressive model of order \( p \)

\[
y_t = g(x_t, \theta) + \varepsilon_t, \tag{1}
\]

where \( \varepsilon_t \) is white noise, \( \theta \) is a parameter vector, \( x_t \in \mathbb{R}^p \) consists of lagged variables of \( y_t \) and \( g(x_t, \theta) = \mathbb{E}_\theta[y_t|x_t] \), whether \( g(\cdot) \) is linear or nonlinear.\(^1\)

Here, the lag order of the model is fixed and the time series is embedded accordingly, generating a matrix that is then used as the input for a (nonparametric, nonlinear) regression algorithm. The embedded time series with order \( p \) and a fixed forecast horizon of \( h = 1 \) is defined as follows:

\[
\begin{bmatrix}
y_1 & y_2 & \cdots & y_p & y_{p+1} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
y_{t-p} & y_{t-p+1} & \cdots & y_{t-1} & y_t \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
y_{n-p} & y_{n-p+1} & \cdots & y_{n-1} & y_n
\end{bmatrix} \tag{2}
\]

Thus each row is of the form \([x'_t, y_t] \), and the first \( p \) columns of the matrix contain predictors for the last column of the matrix.

Recall the usual \( K \)-fold CV method, where the training data is partitioned into \( K \) separate sets, say \( J = \{J_1, \ldots, J_K\} \) with corresponding sizes \( s = \{s_1, \ldots, s_K\} \). Define \( J_k = \bigcup_{j \neq k} J_j \). Instead of reducing the training set by removing the \( h \) observations preceding and following the observation \( y_t \) of the test set, we leave the entire set of rows corresponding to \( t \in J_k \) in matrix (2). Figure 1 illustrates the procedure.

Provided (1) is true, the rows of the matrix (2) are conditionally uncorrelated because \( y_t - g(x_t, \theta) = \varepsilon_t \) is nothing but white noise. Consequently, omitting rows of the matrix will not affect the bias or consistency of the estimates.

\(^1\)Later on, it will be clear that a parametric specification is not essential. Therefore, \( g(\cdot) \) could be a totally unspecified function of the lagged values of \( y_t \) up to \( p \)th order.
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Figure 1: *Training and test sets for different cross-validation procedures for an embedded time series.* Rows chosen for training are shown in blue, rows chosen for testing in orange, rows shown in white are omitted due to dependency considerations. The example shows one fold of a 5-fold CV, and an embedding of order 4. So, for the dependency considerations, 4 values before and after a test case cannot be used for training. We see that the non-dependent CV considerably reduces the available training data.

In practice, however, we do not know the correct $p$. Nevertheless, the validity of our cross-validation method could imply the correct choice of the number of lags in the AR process. Otherwise, our method would suffer from significant bias. This is compatible with the model selection capability of the usual cross-validation approach.

It is worth mentioning that this method leaves the entire row related to the chosen test set out instead of test set components only. As a result, we lose much less information embedded in the data in this way than in the $h$-block cross-validation.
3 Proof for the AR(p) Case

For the sake of notational simplicity, we will present a proof for leave-one-out CV; the result generalizes naturally to $K$-fold CV.

We start with linear autoregressive processes of order $p$ before we briefly discuss the case for the more general nonparametric setup. Consider the simple stationary linear AR($p$) model,

$$y_t = \phi_0 + \phi_1 y_{t-1} + \cdots + \phi_p y_{t-p} + \epsilon_t$$

(3)

where $\epsilon_t \sim \text{IID}(0, \sigma^2)$. It can be written as

$$y_t = \phi' x_t + \epsilon_t$$

where $\phi = (\phi_0, \phi_1, \ldots, \phi_p)'$ and $x_t = (y_{t-1}, y_{t-2}, \ldots, y_{t-p})'$. Suppose $\{\tilde{y}_t\}_{t=1}^m$ is another process that has the same distribution as the sample data $\{y_t\}_{t=1}^n$ but is independent of it, and $\tilde{x}_t = (\tilde{y}_{t-1}, \tilde{y}_{t-2}, \ldots, \tilde{y}_{t-p})$. (Obviously, $\tilde{x}_t$ and $x_t$ do not overlap). For example, $\{\tilde{y}_t\}_{t=1}^m$ may be the future data.

The prediction error measures the predictive ability of the estimated model by

$$\text{PE} = \mathbb{E}\{\tilde{y} - \hat{\phi}' \tilde{x}\}^2,$$

where $\hat{\phi} = [\sum_{j=1}^n x_jx_j']^{-1} [\sum_{j=1}^n x_jy_j]$. An estimate of PE using cross-validation is

$$\hat{\text{PE}} = \frac{1}{n} \sum_{t=1}^n \{y_t - \hat{\phi}'_{-t} x_t\}^2,$$

where $\hat{\phi}'_{-t} = \left[\sum_{j \neq t}^n x_jx_j'\right]^{-1} \left[\sum_{j \neq t}^n x_jy_j\right]$, the leave-one-out estimate of $\phi$. Here the training sample is $\{(x_j, y_j); j \neq t\}$ and the test sample is $\{x_t, y_t\}$. We leave out the entire row of matrix (2) corresponding to the test set. In order to make the cross-validation work, $\hat{\text{PE}}$ should approximate $\text{PE}$ closely.
Now, suppose we know the AR order \( p \). Following Burman and Nolan (1992),

\[
\text{PE} = \int \left[ \hat{\phi}' \hat{x} - \hat{y} \right]^2 dF \\
\approx \int \left[ \hat{\phi}' \hat{x} - \phi' \hat{x} \right]^2 dF + \int \varepsilon^2 dF \\
= \int \left[ \hat{\phi}' \hat{x} - E(\hat{\phi}' \hat{x}) + E(\hat{\phi}' \hat{x}) - \phi' \hat{x} \right]^2 dF + \int \varepsilon^2 dF,
\]

where \( F \) is the distribution of the process \( \{\tilde{y}_k\}^n_{k=1} \). Therefore, with a bit of algebra, \( \text{PE} \) becomes

\[
\int \left[ \hat{\phi}' \hat{x} - E(\hat{\phi}' \hat{x}) \right]^2 dF + \int \left[ E(\hat{\phi}' \hat{x}) - \phi' \hat{x} \right]^2 dF + \int \varepsilon^2 dF, \tag{4}
\]

whereas, in a similar vein, \( \bar{\text{PE}} \) matches

\[
\frac{1}{n} \sum_{t=1}^{n} \left[ \hat{\phi}'_{-t} x_t - E(\hat{\phi}'_{-t} x_t) \right]^2 + \int \left[ E[\hat{\phi}'_{-t} x] - \phi' x \right]^2 dF_n + \int \varepsilon^2 dF_n, \tag{5}
\]

where \( F_n \) is the empirical distribution of the test sample. Due to the assumptions of stationarity and independence between \( \{\tilde{y}_t\}_{t=1}^{n} \) and \( \{y_t\}_{t=1}^{n} \), the second and third terms of the above two equations, (4) and (5) are asymptotically identical. So we can focus on the first term of each equation. For the first term of (5), and for any pair of training \( \{(x_j, y_j) : j \neq t\} \) and test samples \( \{(x_t, y_t)\} \), note that

\[
x_t' \hat{\phi}_{-t} - E[x_t' \hat{\phi}_{-t}] \\
= x_t' \left[ \sum_{j=1}^{n} (x_j x'_j) \right]^{-1} \sum_{j=1}^{n} (x_j y_j) - E[x_t' \hat{\phi}_{-t}] \\
= x_t' \left[ \sum_{j=1}^{n} (x_j x'_j) \right]^{-1} \sum_{j=1}^{n} x_j (x'_j \phi + \varepsilon_j) - E[x_t' \hat{\phi}_{-t}] \\
= x_t' \phi + x_t' \left[ \sum_{j=1}^{n} (x_j x'_j) \right]^{-1} \sum_{j=1}^{n} x_j \varepsilon_j - x_t' \phi \\
= x_t' \left[ \sum_{j=1}^{n} (x_j x'_j) \right]^{-1} \sum_{j=1}^{n} x_j \varepsilon_j.
\]

Therefore,

\[
\sum_{t=1}^{n} \left( \hat{\phi}'_{-t} x_t - E[\hat{\phi}'_{-t} x_t] \right)^2 = \sum_{t=1}^{n} x_t' M_{-t}^{-1} \Omega_{-t} M_{-t}^{-1} x_t, \tag{6}
\]
where $M_{-t} = \sum_{j=1}^{n} x_j x_j'$ and $\Omega_{-t} = \sum_{j=1}^{n} x_j x_j' \varepsilon_j^2$. Meanwhile, from the first term of (4),

$$
\int \left( \hat{\phi}' \hat{x} - E[\hat{\phi}' \hat{x}] \right)^2 dF \approx \frac{1}{n^2} \sum_{t=1}^{n} \sum_{j=1}^{n} \left( \hat{\phi}' \hat{x}_t - E[\hat{\phi}' \hat{x}_t] \right) \left( \hat{\phi}' \hat{x}_j - E[\hat{\phi}' \hat{x}_j] \right)
$$

(7)

and

$$
\hat{\phi}' \hat{x}_t - E[\hat{\phi}' \hat{x}_t] = \hat{x}_t' \left[ \sum_{k=1}^{n} x_k x'_k \right]^{-1} \left[ \sum_{k=1}^{n} x_k y_k \right] - E[\hat{\phi}' \hat{x}_t]
$$

$$
= \hat{x}_t' \left[ \sum_{k=1}^{n} x_k x'_k \right]^{-1} \left[ \sum_{k=1}^{n} x_k \varepsilon_k \right].
$$

Therefore, the right hand side of (7) can be decomposed into

$$
\frac{1}{n^2} \sum_{t=1}^{n} \sum_{j=1}^{n} \hat{x}_t' M^{-1} \Omega M^{-1} \hat{x}_j = \frac{1}{n^2} \sum_{t=1}^{n} \sum_{j=1}^{n} \hat{x}_t' M^{-1} \Omega_{k=l} M^{-1} \hat{x}_j
$$

(8a)

$$
+ \frac{1}{n(n-1)} \sum_{t,j=1,j\neq t}^{n} \hat{x}_t' M^{-1} \Omega_{k\neq l} M^{-1} \hat{x}_j
$$

(8b)

where $M = \sum_{k=1}^{n} x_k x_k'$, $\Omega = \sum_{k,l=1}^{n} x_k x'_k \varepsilon_k \varepsilon_l$, $\Omega_{k=l} = \sum_{k=1}^{n} x_k x'_k \varepsilon_k^2$, and $\Omega_{k\neq l} = \sum_{k,l=1}^{n} x_k x'_k \varepsilon_k \varepsilon_l$.

The proposed cross-validation is valid since the first term (8a) of the above equation is asymptotically equivalent to (6), and (due to leaving the entire row out) the summand of the second term (8b) is a martingale difference sequence and it converges to zero in probability. This is compatible to the condition Burman and Nolan (1992) provide under their setup; that is, for any $t < j$,

$$
E[\varepsilon_t \varepsilon_j | x_1, \ldots, x_j] = 0.
$$

(9)

In sum, our residual-type cross validation ensures that (9) is satisfied.

It is worth noting that the AR specification does not play any role in validation of our method and only the correct lag information does. Therefore, this can be extended to more general nonparametric models in a straightforward manner.
4 Experimental Study

We perform Monte Carlo experiments illustrating the consequences of our proof. In the following, we discuss the general setup of our experiments, as well as the error measures, model selection procedures, forecasting algorithms, and data generating processes employed. The experiments are performed using the R programming language (R Core Team, 2014).

4.1 General Setup of the Experiments

The experimental design is based on the setup of Bergmeir, Costantini, and Benítez (2014). Each time series is partitioned into a set available to the forecaster, called the in-set, and a part from the end of the series not available at this stage (the out-set), which is considered the unknown future. The in-set is partitioned according to the model selection procedure, models are built and evaluated, and $\hat{P}E$ is calculated. In this way, we get an estimate of the error on the in-set. Then, models are built using all data from the in-set, and evaluated on the out-set data. The error on the out-set data is considered the true error $PE$, which we are estimating by $\hat{P}E$. Figure 2 illustrates the procedure.

![Diagram of training and test sets](image)

Figure 2: Training and test sets used for the experiments. The blue and orange dots represent values in the training and test set, respectively. The green dots represent future data not available at the time of model building.

Analogous to the theoretical proof, we can calculate PE as a mean squared error (MSE) as follows:

$$PE(\hat{\phi}, \tilde{x}) = \frac{1}{n} \sum_{t=1}^{n} \{y_{T+t} - \hat{\phi}'x_{T+t}\}^2,$$

(10)
where $T$ is the end of the in-set and hence $\{y_{T+t}, x_{T+t}\}, t = 1, 2, \ldots, n$, comprises the out-set.

The question under consideration is how well $\hat{PE}$ estimates $PE$. We evaluate this by assessing the error between $\hat{PE}$ and $PE$, across all series involved in the experiments. We use a mean absolute error (MAE) to assess the size of the effect and call this measure “mean absolute predictive accuracy error” (MAPAE). It is calculated in the following way:

$$\text{MAPAE} = \frac{1}{m} \sum_{j=1}^{m} \left| \hat{PE}_j(\hat{\phi}_j, \hat{x}_j) - PE_j(\hat{\phi}, \hat{x}) \right|,$$

where $m$ is the number of series in the Monte-Carlo study. Furthermore, to see if any bias is present, we use the mean of the predictive accuracy error (MPAE), defined analogously as

$$\text{MPAE} = \frac{1}{m} \sum_{j=1}^{m} \left( \hat{PE}_j(\hat{\phi}_j, \hat{x}_j) - PE_j(\hat{\phi}, \hat{x}) \right).$$

### 4.2 Error Measures

For the theoretical proof it was convenient to use the MSE, but in the experiments we use the root mean squared error (RMSE) instead, defined as

$$PE_{\text{RMSE}}(\hat{\phi}, \hat{x}) = \sqrt{\frac{1}{n} \sum_{t=1}^{n} \{y_{T+t} - \hat{\phi}' x_{T+t}\}^2}. \tag{11}$$

The RMSE is more common in applications as it operates on the same scale as the data, and as the square root is a bijective function on the non-negative real numbers, the developed theory holds also for the RMSE. Furthermore, we also perform experiments with the MAE, to explore if the theoretical findings can apply to this error measure as well. In this context, the MAE is defined as

$$PE_{\text{MAE}}(\hat{\phi}, \hat{x}) = \frac{1}{n} \sum_{t=1}^{n} \left| y_{T+t} - \hat{\phi}' x_{T+t} \right|. \tag{12}$$

### 4.3 Model Selection Procedures

The following model selection procedures are used in our experiments:

5-fold CV This denotes normal 5-fold cross-validation, for which the rows of an embedded time series are randomly assigned to folds.
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**LOOCV** Leave-one-out cross-validation. This is very similar to the 5-fold CV procedure, but the number of folds is equal to the number of rows in the embedded matrix, so that each fold consists of only one row of the matrix.

**nonDepCV** Non-dependent cross-validation. The same folds are used as for the 5-fold CV, but rows are removed from the training set if they have a lag distance smaller than $p$ from a row in the test set, where $p$ is the maximal model order (5 in our experiments).

**OOS** Classical out-of-sample evaluation, where a block of data from the end of the series is used for evaluation.

### 4.4 Forecasting Algorithms

In the experiments, one-step-ahead prediction is considered. We fit linear autoregressions with up to 5 lagged values, i.e., AR(1) to AR(5) models. Furthermore, we use a standard multi-layer perceptron (MLP) neural network model, available in R in the package *nnet*. It uses the BFGS algorithm for model fitting, and we set the parameters of the network to a size of 5 hidden units and a weight decay of 0.00316. For the MLP, up to 5 lagged values are used.

### 4.5 Data Generating Processes

We implement three different use-cases in the experiments. In the first two experiments, we generate data from stationary AR(3) processes and invertible MA(1) processes, respectively. We use the stochastic design of Bergmeir, Costantini, and Benítez (2014), so that for each Monte Carlo trial new parameters for the data generating process (DGP) are generated, and we can explore larger areas of the parameter space and achieve more general results, not related to a particular DGP.

The purpose of use-case 1 with AR(3) processes is to illustrate how the methods perform when the true model or very similar models as the DGP are used for forecasting. Use-case 2 shows a situation in which the true model is not among the forecasting models, but the models can still reasonably well fit the data. This is the case for an MA process which can approximate an AR process with a large number of lags. In practice, usually a relatively low number of AR lags is sufficient to model such data.

The third use-case can be seen as the construction of a counterexample, i.e., as a situation where the cross-validation procedures break down. We use a seasonal AR process as the DGP with a significant lag 12 (seasonal lag 1). As the models taken into account only use up to the first five lags, the models should not be able to fit well such data. We obtain the parameters for the DGP by fitting a seasonal AR
model to a time series that shows monthly totals of accidental deaths in the USA, from 1973 to 1978 (Brockwell and Davis, 1991). This dataset ships with a standard installation of R. It is illustrated in Figure 3. We use the seasonal AR model as a DGP in the Monte Carlo experiments.

![USAccDeaths](image)

**Figure 3:** Series used to obtain a DGP for the Monte Carlo experiments. The ACF and PACF plots clearly show the monthly seasonality in the data.

All series in the experiments are made entirely positive by subtracting the minimum and adding 1.

## 5 Results and Discussion

For each of the three use-cases, 1000 Monte Carlo trials are performed. Series are generated with a total length of 200 values, and we use 70% of the data (140 observations) as in-set, the rest (60 observations) is withheld as the out-set.

### 5.1 Results for Linear Model Fitting

The top panel of Table 1 shows the results for use-case 1, where AR(3) processes are used as DGPs. We see that for RMSE, the 5-fold CV and LOOCV procedures achieve values around 0.09 for MAPAE,
whereas the OOS procedure has higher values around 0.16, so that the cross-validation procedures achieve more precise error estimates. The nonDepCV procedure performs considerably worse, which is due to the fact that the fitted models are less accurate as they are fitted with less data. Regarding the MPAE, LOOCV achieves consistently low-biased estimates with absolute values smaller than 0.003, whereas OOS and 5-fold CV have absolute values up to 0.01 and 0.007, respectively, comparable to each other. The findings hold in a similar way for the MAE.

The middle panel of Table 1 shows the results for use-case 2, where we use MA(1) processes as the DGPs. Regarding the MAPAE, we see similar results as in use-case 1; i.e., the cross-validation procedures yield more precise error estimates than the OOS procedure. Regarding the MPAE, OOS now slightly outperforms the cross-validation procedures with absolute values between 0.003 and 0.01. The cross-validation procedures have values between 0.008 and 0.013, and 0.005 and 0.011, respectively. Similar findings hold for the MAE error measure. The nonDepCV procedure again is not competitive.

Finally, the bottom panel of Table 1 shows the results for use-case 3. In this use-case, where all models are heavily misspecified, we see that the advantage of the cross-validation procedures w.r.t. MAPAE has nearly vanished, and the cross-validation estimates are more biased than the estimates obtained with the OOS procedure.

### 5.2 Results for MLP Model Fitting

Table 2 shows the analogous results where neural networks have been used for forecasting. The experiments essentially confirm the findings for the linear models. If only one lagged value is used, the model fitting procedure has difficulties and the resulting models are not competitive, yielding high values of both MAPAE and MPAE throughout all model selection procedures and use-cases.

For the first use-case, the cross-validation methods show advantages in the sense that they yield more precise error estimates (lower MAPAE), and a comparable bias (as measured by MPAE) compared to the OOS procedure.

These advantages are also seen in use-case 2. For use-case 3, where models are heavily misspecified, the advantages of the cross-validation procedures for MAPAE have mainly vanished and the disadvantages of high bias prevail.
### Table 1: Fitted model: linear AR.
Series length: 200.

<table>
<thead>
<tr>
<th>Lags</th>
<th>RMSE</th>
<th>MAE</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-fold CV</td>
<td>AR(1)</td>
<td>0.098</td>
<td>0.000</td>
<td>0.084</td>
</tr>
<tr>
<td>AR(2)</td>
<td>0.099</td>
<td>0.004</td>
<td>0.078</td>
<td>0.000</td>
</tr>
<tr>
<td>AR(3)</td>
<td>0.090</td>
<td>0.007</td>
<td>0.077</td>
<td>0.001</td>
</tr>
<tr>
<td>AR(4)</td>
<td>0.092</td>
<td>0.006</td>
<td>0.078</td>
<td>0.001</td>
</tr>
<tr>
<td>AR(5)</td>
<td>0.094</td>
<td>0.007</td>
<td>0.080</td>
<td>0.001</td>
</tr>
<tr>
<td>LOOCV</td>
<td>AR(1)</td>
<td>0.098</td>
<td>0.002</td>
<td>0.084</td>
</tr>
<tr>
<td>AR(2)</td>
<td>0.092</td>
<td>0.002</td>
<td>0.077</td>
<td>0.002</td>
</tr>
<tr>
<td>AR(3)</td>
<td>0.091</td>
<td>0.001</td>
<td>0.078</td>
<td>0.003</td>
</tr>
<tr>
<td>AR(4)</td>
<td>0.093</td>
<td>0.001</td>
<td>0.079</td>
<td>0.003</td>
</tr>
<tr>
<td>nonDepCV</td>
<td>AR(1)</td>
<td>0.423</td>
<td>0.411</td>
<td>0.283</td>
</tr>
<tr>
<td>AR(2)</td>
<td>0.510</td>
<td>0.505</td>
<td>0.341</td>
<td>0.336</td>
</tr>
<tr>
<td>AR(3)</td>
<td>0.630</td>
<td>0.628</td>
<td>0.419</td>
<td>0.418</td>
</tr>
<tr>
<td>AR(4)</td>
<td>1.014</td>
<td>1.014</td>
<td>0.620</td>
<td>0.619</td>
</tr>
<tr>
<td>AR(5)</td>
<td>6.137</td>
<td>6.137</td>
<td>2.580</td>
<td>2.580</td>
</tr>
<tr>
<td>OOS</td>
<td>AR(1)</td>
<td>0.170</td>
<td>0.101</td>
<td>0.143</td>
</tr>
<tr>
<td>AR(2)</td>
<td>0.157</td>
<td>0.004</td>
<td>0.134</td>
<td>0.002</td>
</tr>
<tr>
<td>AR(3)</td>
<td>0.158</td>
<td>0.002</td>
<td>0.135</td>
<td>0.003</td>
</tr>
<tr>
<td>AR(4)</td>
<td>0.160</td>
<td>0.002</td>
<td>0.136</td>
<td>0.003</td>
</tr>
<tr>
<td>AR(5)</td>
<td>0.163</td>
<td>0.001</td>
<td>0.139</td>
<td>0.003</td>
</tr>
</tbody>
</table>

### Table 2: Fitted model: Neural networks. 
Series length: 200.

<table>
<thead>
<tr>
<th>Lags</th>
<th>RMSE</th>
<th>MAE</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-fold CV</td>
<td>AR(1)</td>
<td>0.769</td>
<td>0.724</td>
<td>0.665</td>
</tr>
<tr>
<td>AR(2)</td>
<td>0.151</td>
<td>0.027</td>
<td>0.107</td>
<td>0.009</td>
</tr>
<tr>
<td>AR(3)</td>
<td>0.195</td>
<td>0.040</td>
<td>0.133</td>
<td>0.017</td>
</tr>
<tr>
<td>AR(4)</td>
<td>0.207</td>
<td>0.057</td>
<td>0.135</td>
<td>0.028</td>
</tr>
<tr>
<td>AR(5)</td>
<td>0.258</td>
<td>0.075</td>
<td>0.159</td>
<td>0.040</td>
</tr>
<tr>
<td>LOOCV</td>
<td>AR(1)</td>
<td>0.769</td>
<td>0.727</td>
<td>0.663</td>
</tr>
<tr>
<td>AR(2)</td>
<td>0.152</td>
<td>0.009</td>
<td>0.109</td>
<td>0.005</td>
</tr>
<tr>
<td>AR(3)</td>
<td>0.170</td>
<td>0.028</td>
<td>0.118</td>
<td>0.005</td>
</tr>
<tr>
<td>AR(4)</td>
<td>0.201</td>
<td>0.033</td>
<td>0.129</td>
<td>0.012</td>
</tr>
<tr>
<td>AR(5)</td>
<td>0.205</td>
<td>0.018</td>
<td>0.135</td>
<td>0.004</td>
</tr>
<tr>
<td>nonDepCV</td>
<td>AR(1)</td>
<td>0.580</td>
<td>0.109</td>
<td>0.505</td>
</tr>
<tr>
<td>AR(2)</td>
<td>0.844</td>
<td>0.383</td>
<td>0.606</td>
<td>0.605</td>
</tr>
<tr>
<td>AR(3)</td>
<td>0.885</td>
<td>0.862</td>
<td>0.659</td>
<td>0.643</td>
</tr>
<tr>
<td>AR(4)</td>
<td>0.842</td>
<td>0.826</td>
<td>0.643</td>
<td>0.639</td>
</tr>
<tr>
<td>AR(5)</td>
<td>0.771</td>
<td>0.750</td>
<td>0.603</td>
<td>0.597</td>
</tr>
<tr>
<td>OOS</td>
<td>AR(1)</td>
<td>0.818</td>
<td>0.729</td>
<td>0.693</td>
</tr>
<tr>
<td>AR(2)</td>
<td>0.232</td>
<td>0.008</td>
<td>0.180</td>
<td>0.013</td>
</tr>
<tr>
<td>AR(3)</td>
<td>0.262</td>
<td>0.011</td>
<td>0.198</td>
<td>0.016</td>
</tr>
<tr>
<td>AR(4)</td>
<td>0.295</td>
<td>0.002</td>
<td>0.215</td>
<td>0.013</td>
</tr>
<tr>
<td>AR(5)</td>
<td>0.326</td>
<td>0.013</td>
<td>0.240</td>
<td>0.024</td>
</tr>
</tbody>
</table>

### DGP: AR(3)

<table>
<thead>
<tr>
<th>Series length</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td>0.286</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.286</td>
</tr>
</tbody>
</table>

### DGP: MA(1)

<table>
<thead>
<tr>
<th>Series length</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td>0.286</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.286</td>
</tr>
</tbody>
</table>
6 Conclusions

In this work we have investigated the use of cross-validation procedures for time series prediction evaluation when purely autoregressive models are used, which is a very common use-case when using Machine Learning procedures for time series forecasting. In a theoretical proof, we showed that a normal K-fold cross-validation procedure can be used if the lag structure of the models is adequately specified. In the experiments, we showed empirically that even if the lag structure is not correct, as long as the data are fitted well by the model, cross-validation without any modification is a better choice than OOS evaluation. Only if the models are heavily misspecified, are the cross-validation procedures to be avoided as in such a case they may yield a systematic underestimation of the error.
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